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Chapter 1

Introduction

To begin with let me focus on a question that often went into the mind and

addressed in the book of Raphael D. Levine, “What is molecular reaction dy-

namics?” [1] This can be answered in different ways and one of them is the

following -

“Molecular reaction dynamics is the study of elementary processes and the means

of probing them, understanding them and controlling them”. In bulk kinetic

studies rate constant of a reaction is measured at thermal equilibrium conditions

and hence such studies are incapable of finding out the exact factors for which

the reaction proceeds. On the contrary, molecular reaction dynamics provides a

molecular level understanding of reactivity and it can predict the factors upon

which the reactivity depends.

It has always been one of the greatest challenges of all time in chemistry

is to design experiments to find the real picture of molecular transformations

which are hidden behind thermal averaging of states and to develop theoretical

methodologies to explain, understand experimental observations and to predict

outcomes of molecular encounters. The introduction of lasers in experiments and

1
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the immense improvement of computational techniques during last few decades

helped chemists to accept the challenge and involve themselves in the process of

overcoming this.

An elementary reaction can be visualized as a result of collision among the

species where the chemical identities of these are altered through the cleavage

of old bonds and the formation of new bonds. Every such collision is unique in

terms of the relative translational energy, angular distribution and the internal

motion of the newly generated product molecules [2]. In addition, the outcome of

a chemical encounter not only depends upon the structure and chemical identity

of the reactants but also on their relative orientation, velocity, electronic and

internal states [2]. For an example, the reaction between a H atom and the HOD

molecule can be considered. The products are H2 + OD when the OH bond is

vibrationally excited, whereas, the encounter results the formation of HO + HD

when the OD bond of HOD molecule is vibrationally excited [1]. The dependence

of the outcome of a chemical encounter on a wide range of factors has made the

field of molecular reaction dynamics highly interesting and also very challenging

too.

One may ask a second question at this point. How the “state-selected”and

“state-to-state”dynamics can be defined? If the final results of a molecular en-

counter are resolved into the internal states of the product, it is known as state-

to-state dynamics study. Whereas, in a state-selected study the final result is

summed over the internal states of the product. It is obvious that a state-to-

state study is always superior than state-selected studies, but technically the

former is always more difficult to be carried out.

The link between experimental measurements and theoretical calculations are

found to be very strong in molecular reaction dynamics studies. The electronic
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potential energy surface (PES) serves as the bridge between theory and exper-

iment. The construction of PES starts with the invocation of the well known

Born-Oppenheimer (BO) adiabatic approximation [3]. The BO approximation

simplifies the theoretical calculations by decoupling the electronic and the nu-

clear motion from each other and consequently they can be treated separately.

A huge number of nuclear configurations are chosen by clamping the nuclei at

different geometries at space. The electronic Schrödinger equation is solved at

these configurations to obtain electronic energies and corresponding eigenfunc-

tions. The electronic energies become a function of nuclear coordinates, whereas,

electronic eigenfunctions depend parametrically on the same. Interpolation of the

energy values obtained at different nuclear configurations generate a smooth func-

tion of nuclear coordinates which is commonly known as adiabatic PES. The PES

behaves as the landscape for the motion of the nuclei and hence the construction

of PES is the first step for a theoretical treatment of nuclear dynamics.

Calculated electronic eigenfunctions at different nuclear geometries form a

complete set of functions and hence the total molecular wavefunction can be ex-

pressed as linear combination of them. The coefficients for this expansion are

nuclear wavefunctions which depend on the nuclear coordinates. Substitution of

the total molecular wavefunction in the molecular Schrödinger equation and the

integration over the electronic coordinates afterwards produce the coupled chan-

nel eigenvalue equation for the nuclear wavefunction in adiabatic representation.

In an adiabatic representation different electronic states are coupled through nu-

clear kinetic coupling terms and they are called as nonadiabatic coupling (NAC)

elements. All these NAC elements are completely ignored when a strict BO ap-

proximation is followed [3], whereas, few diagonal NAC elements are considered

under Born-Huang (BH) approximation [4]. In both the cases, the coupled chan-
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nel nuclear eigenvalue equation is reduced to an equation of single electronic state

and hence the nuclear motion is confined on a single adiabatic PES (all relevant

mathematical equations are given and discussed in Chapter 2). This BO adia-

batic approximation can be justified by considering the fact that the nuclei are

∼ 1800 times heavier than the electrons and the electrons move much faster than

the nuclei. In fact the nuclei behave as spectators during electronic motion. Nev-

ertheless, there are certain circumstances where the BO approximation breaks

down and the nuclear motion is no longer confined on a single adiabatic PES.

When two adiabatic potential energy surfaces come very close to each other or

in case of electronic degeneracy, the NAC elements can not be ignored and nona-

diabatic transitions take place between coupled electronic adiabatic states. At

nonadiabatic situation, the use of adiabatic electronic representation is limited in

nuclear dynamics treatment and a non unique representation called diabatic [5]

is commonly used to circumvent the difficulty. All molecular dynamics studies

mentioned in this thesis were done within BO limit and hence the discussion

about nonadibatic nuclear dynamics is restricted here.

Eventually, the nuclear Schrödinger equation has to be solved numerically

to study a reactive scattering process quantum mechanically. Either the time-

dependent wave packet (TDWP) propagation approach or the time-independent

quantum mechanical (TIQM) method can be followed for this. Both the ap-

proaches have advantages and demerits. These two methods do not conflict with

each other, rather they are complementary. TIQM methods are best suited for

cold and ultracold reaction dynamics study where the calculations are carried out

at very low collision energies. At such low collision energies, the wave packet used

in a TDWP propagation approach has a large de Broglie wave length and conse-

quently a huge absorbing range is required for the removal of spurious reflections
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at grid boundaries which makes the approach impractical and computationally

unfeasible. On the other hand, time-dependent methods scale better than the

TIQM methods and the dynamics can be pictorially visualized in the former ap-

proach if one records the snapshots of the wave-packet at regular time intervals.

The studies reported here in the thesis correspond to thermal conditions and the

TDWP propagation approach has been followed to carry out the nuclear dynam-

ics. The theoretical methodologies and computational details are given in detail

in chapter 2.

The mechanism and the characteristics of a bimolecular reaction are described

by the knowledge of some dynamical observables. The common observables are

briefly described here in order to better understand the results reported and

remarks made for a few bimolecular reactions in latter chapters.

a) Reaction probability : Most commonly reaction probability is expressed as

a function of energy, either total or collision energy, and it shows the probability

for a reaction to occur at a particular energy.

b) Opacity function : When the probability of a particular process of interest is

expressed as a function of the impact parameter (in classical mechanical studies)

or total angular momentum quantum number, J (in quantum mechanical studies)

at a particular energy, it is known as opacity function. The pattern of the opacity

function at a fixed energy gives the idea about the number of partial waves

required to obtain converged cross section and rate constant.

c) Cross section : Often this is termed as integral cross section (ICS) also. It

can be defined as the area of target within which the colliding particles must

approach to each other for a particular process to occur.

d) Differential cross section : This quantity is directly related to the angular

distribution of the product which provides a clear idea about the mechanism of
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the reaction and the topography of the underlying PES. The differential cross

section (DCS) is the effective target area for the colliding particles which leads

to the scattering of the products towards a particular angular range. Hence, the

integration of DCSs over the scattering angle results into integral cross sections.

The pattern of the DCSs indicates a lot about the mechanism of the reaction. A

preferential forward scattering is found in DCSs when the reaction is dominated

by long range attractive forces and the collisions are glancing blow type with high

impact parameters. Whereas, backward scattering is observed for the reactions

dominated by repulsive short range forces. The magnitudes of the cross section is

more in the former case than the latter as in the former case collisions with high

impact parameter predominates the reaction [2]. On the other hand, when the

reaction takes place on a PES having deep wells on it leading to the formation

of stable intermediate collision complexes, the DCS appears to be symmetric in

forward and backward direction.

e) Product internal state distribution : The distribution of vibrational and

rotational levels of the product diatom at different energies provides the idea

about the energy disposal of the process and the mechanism of it. The distribution

can be represented in terms of either probability or cross section. A non-statistical

distribution of the vibrational levels of product diatom predicts a direct type

reaction, whereas, a statistical distribution supports an insertion type of reaction

mechanism with the formation of stable intermediate collision complexes.

f) Rate constant : The rate constant of a reaction is calculated from ICSs and it

is a highly averaged quantity compared to the other dynamical observables noted

here. Hence, less mechanistic details of a reaction is available from rate constant

data, rather it introduces the dependence of temperature on the process.

These observables are calculated for different bimolecular reactions and are
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reported here in this thesis in latter chapters in order to find the mechanistic

details of these reactions.

1.1 Description of the potential energy surfaces

The essential features of the underlying PESs of various reactive system whose

dynamics have been studied are noted in this section. The topographical features

of the surfaces help to better understand the dynamics results as the nature of

the PES largely controls the outcome of a chemical encounter.

1.1.1 Electronic ground PES of HSO/SOH reactive sys-

tem

The S(3P) + OH (X2Π) → SO(X3Σ−) + H(2S) (say R1) reaction takes place

on the electronic ground state (X̃2A′′) of the HSO reactive system. The latter

molecule, HSO, plays an important role in the atmospheric chemistry as it takes

part in the catalytic cycle [6–8] of the ozone destruction process in the following

way -

HS + O3 → HSO + O2

HSO + O3 → HS + 2O2.

Mart́ınez-Núñez and Varandas have constructed a global PES for the electronic

ground state of the HSO reactive system where the S + OH, SH + O and SO +H

are considered as the asymptotes [9]. The authors carried out full valence com-

plete active space (FVCAS) and multireference configuration interaction (MRCI)

calculations over 500 geometries of the triatomic HSO system followed by the

correction of these energy values by using double many-body expansion-scaled

external correlation (DMBE-SEC) method [10]. The calculated energies were
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subsequently used to calibrate the PES based on the DMBE formalism [11–14].

The aug-cc-pVTZ (AVTZ) basis set of Dunning [15–17] and the MOLPRO [18]

computational package were used for the calculations. Important topographical

features of this PES are discussed below and this PES is designated as the DMBE

PES in the rest of the text.

The potential energy curves of the OH, SO and SH diatoms are generated

from the DMBE PES [9] by keeping the third atom far away from the other

two atoms in each case and they are shown in different colours in Figure 1.1.

The energy of the OH diatom is set to zero at its equilibrium bond length [∼

1.88 (a0)]. From Figure 1.1 it can be found that the, S + OH → SO + H,

reaction is exoergic and value of exoergicity is ∼ 0.8 eV. Whereas, the, S + OH

→ SH + O, has endoergicity of ∼ 0.84 eV. The values of the exoergicity and the

endoergicity calculated here agree well with the reported values in Ref. [9] (see

the description below table 10 of Ref. [9]). The DMBE PES contains four minima

and four saddle points on it [9]. The geometries of the triatomic HSO system in

terms of inter atomic distances at these eight stationary points and corresponding

energy values are given in Table 1.1. The energy values mentioned in the last

column of Table 1.1 are calculated by using a computer program and the DMBE

PES [9]. Moreover, these values are reported with respect to the energy of S

+ OH asymptote which is set to ∼0.0 eV. All these values agree well with the

energies given in Table 10 of Ref. [9] when they are converted into eV unit except

for TS4. From Table 1.1 it can be seen that there exist two deep potential wells

of energy ∼-3.43 eV and ∼-3.38 eV on the surface which correspond to the HSO

and HOS conformers, respectively. The DMBE PES [9] predicts HSO as the

most stable isomer which confirms the previous theoretical prediction of Goumri

et al. [19]. Two van der Walls minima located ∼0.14 eV and ∼0.06 eV below the S
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+ OH and SH + O asymptotes, respectively, correspond to the S...OH and SH..O

complexes. Among the four saddle points, TS1 connects the two deep potential

wells corresponding the HSO and HOS isomers. TS1 lies ∼2.03 eV energy above

the global HSO minimum and hence the barrier for the conversion between these

two isomers is very high. Though HSO and HOS complexes are energetically

very close but only the HSO isomer is found experimentally due to this high

barrier between them. The second transition state, TS2 is the small barrier for

the dissociation of HOS complex into SO + H and it is located at ∼-0.7 eV. This

saddle point acts as a late barrier along the minimum energy path (MEP) for the

S + OH → SO + H reaction [see Figure 12(b) of Ref. [9]]. The other two saddle

points, TS3 and TS4 connect the HSO and SOH isomers with the two van der

Walls minima. We reiterate here that all energies given above are with respect

to the S + OH reagent channel unless it is mentioned otherwise.

A 2-D contour plot of the DMBE PES [9] is shown in Figure 1.2 as a function

of the OH and SH bond distances. The distance between S and O atoms, RSO is

kept fixed at ∼2.8569 a0. In Figure 1.2 the HSO potential well appears perfectly

and it can be found at ROH=∼4.48 a0, and RSH=∼2.59 a0 [ROH and RSH are the

OH and SH bond distance, respectively]. Whereas, the less deeper HOS potential

well is closely reproduced in this figure. Moreover, it can be seen from the figure

that the system has to overcome a barrier to migrate from one well to the other.

Hence, in Figure 1.2 the two potential wells and the saddle point between them

on the DMBE PES have been shown almost perfectly.

From Figure 12(b) of Ref. [9] it can be seen that the reaction R1 is barrierless

and hence it can be anticipated that the reactive system can easily slides down

to the HOS minima present at the entrance channel. The system can then move

to the SO + H product asymptote directly by overcoming the small late barrier
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Figure 1.1: Potential energy curves of OH, SO and SH diatoms calculated by using
the electronic ground DMBE PES [9] of the HSO reactive system. The third atom is
kept infinitely separated from the other two atoms in each case.

Table 1.1: Geometries and the energies of the stationary points of the triatomic HSO
system on its electronic ground DMBE PES

Stationary point description ROH/RSH/RSO (a0) calculated energy value
(eV)

HSO minima 4.4857/2.6190/2.8569 ∼-3.43
HOS minima 1.8233/4.0819/3.0983 ∼-3.38
S...HO minima 1.8360/5.2513/7.0873 ∼-0.14
SH...O minima 5.4670/2.5142/7.9812 ∼0.78
TS1 2.5679/2.7084/3.1668 ∼-1.41
TS2 4.0509/6.0086/2.8296 ∼-0.71
TS3 7.1363/2.5335/6.3778 ∼0.83
TS4 1.8379/5.4132/6.5254 ∼-0.12
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or it can reach to the more stable HSO well by crossing the isomerization barrier

(TS1) followed by proceeding to the SO + H product valley [20]. The minimum

energy paths (MEPs) for R1 at different approach angles of S atom are shown

and discussed in detail in Chapter 3.

1.1.2 Electronic ground, First excited and second excited

PESs of the COH/HCO reactive system

The C(3P) + OH(X2Π) → CO(X1Σ+
g ) + H(2S) reaction (say R2) takes place on

the electronic ground (X2A′) PES of the HCO reactive system, whereas, the four

excited electronic states, 12A′′, 14A′′, 14A′ and 22A′ correlate to the, C(3P) +

OH(X2Π) → CO(a3Π) + H(2S), reaction (say R3) [21, 22]. Zanchet et. al. have

constructed global ab initio PESs for the electronic ground (X2A′), first excited

(12A′′) and second excited (14A′′) electronic states. The essential features of these

PESs are discussed in the following paragraphs.

1.1.2.1 Electronic ground PES

A global ab initio PES for R2 taking place on the electronic ground state (X2A′)

of the HCO reactive system is constructed by Zanchet et al. by using the in-

ternally contracted multireference singles and doubles configuration interaction

(MR-SDCI) method followed by Davidson correction [21]. The authors used

Dunning’s aug-cc-pVQZ basis set for the calculation and the surface has been

constructed by fitting ∼2000 geometries analytically by means of reproducing

kernel Hilbert space (RKHS) method.

The reaction R2 is found to be highly exoergic (∼6.4 eV) and barrierless (with

respect to the reagent asymptote) on the electronic ground X2A′ PES, whereas,
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five potential barriers are found on it [21]. Among these five saddle points, two

correspond to the inversion barriers for the HCO and COH complexes, while the

isomerization barrier between these two conformers represents third saddle point.

The barriers for the dissociation of HCO and COH complexes into product CO +

H channel correspond to the other two saddle points. In addition to these saddle

points, three potential minima are located on this surface and these correspond

to the HCO, COH collisional complexes and CO + H product asymptote, respec-

tively. The structures and energies of the HCO and COH minima and five saddle

points are given in Table 4 and Table 5 of Ref. [21], whereas, the same have been

reproduced here in Table 1.2 and Table 1.3 for a ready reference to the readers.

From Table 1.2 it can be seen that the COH minima is being metastable with

respect to the product channel. These topographical features will be revisited

during the discussion of the dynamics on the excited states in latter chapters in

conjunction with the same on the electronic ground state of the HCO reactive

system.

1.1.2.2 First (12A′′) and second (14A′′) excited PESs

Unlike R2 reaction on the X2A′ state, the R3 reaction on both first and second

excited electronic states of HCO reactive system is less exoergic (∼0.41 eV).

Zanchet et al. have constructed ab initio global PESs [22] for both first (12A′′) and

second (14A′′) excited states by MR-SDCI method including Davidson correction.

Though the exoergicity of R3 reaction is ∼0.41 eV on both excited PESs, but

their topographical features are largely different from each other.

The R3 reaction is barrierless on the 12A′′ PES for a wide range of favorable

approaches of the attacking atom and the surface contains two potential wells

and two saddle points on it [22]. The two minima correspond to the HCO (∼-
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Table 1.2: Structure and relative energies of the HCO and COH minima on the
electronic ground (X2A′) PES of C + OH collisional system, (Reproduced from Ref.
[21]).

Parameter description Parameter value

HCO Minimum
Energy relative to
reagent asymptote (C + OH) -7.26 eV
RCH 2.10 a0

RCO 2.24 a0

∠HCO 126o

R/r/θ 2.03 a0/3.87 a0/151o

COH Minimum
Energy relative to
reagent asymptote (C + OH) -5.50 eV
ROH 1.85 a0

RCO 2.44 a0

∠COH 111o

R/r/θ 2.48 a0/1.85 a0/67o
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Table 1.3: Structure and relative energies of the saddle points on the electronic
ground (X2A′) PES of C + OH collisional system, (Reproduced from Ref. [21]).

Parameter description Parameter value

Saddle point - I (H-CO saddle point)
Energy relative to
reagent asymptote (C + OH) -6.34 eV
RCH 3.46 a0

RCO 2.15 a0

∠HCO 115o

R/r/θ 1.95 a0/4.79 a0/134o

Saddle point - II (HCO inversion saddle point)
Energy relative to
reagent asymptote (C + OH) -6.18 eV
RCH 2.01 a0

RCO 2.30 a0

∠HCO 180o

R/r/θ 2.04 a0/4.31 a0/180o

Saddle point - III (CO-H saddle point)
Energy relative to
reagent asymptote (C + OH) -5.03 eV
ROH 2.32 a0

RCO 2.26 a0

∠COH 120o

R/r/θ 2.33 a0/2.32 a0/57o

Saddle point - IV (COH inversion saddle point)
Energy relative to
reagent asymptote (C + OH) -4.23 eV
ROH 1.95 a0

RCO 2.46 a0

∠COH 180o

R/r/θ 2.58 a0/1.95 a0/0 o

Saddle point - V (isomerization saddle point)
Energy relative to
reagent asymptote (C + OH) -4.44 eV
RCH 2.48 a0

RCO 2.40 a0

∠HCO 52.8o

R/r/θ 2.35 a0/2.17 a0/ 112o
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Table 1.4: Geometrical structure and relative energies of the two minima on the first
excited (12A′′) PES of C + OH collisional system, (Reproduced from Ref. [22]).

Parameter description Parameter value

HCO Minimum
Energy relative to
reagent asymptote (C + OH) -6.16 eV
RCH 2.01 a0

RCO 2.25 a0

∠HCO 180o

R/r/θ 2.00 a0/4.26 a0/180o

COH Minimum
Energy relative to
reagent asymptote (C + OH) -4.63 eV
ROH 1.82 a0

RCO 2.49 a0

∠COH 116o

R/r/θ 2.54 a0/1.82 a0/61o

6.16 eV) and COH (∼-4.63 eV) collision complexes, respectively. The first saddle

point is the isomerization barrier between these two isomers and the second one

correspond to the inversion barrier of COH complex. The energies of the isomer-

ization and inversion saddle points are ∼ −3.11 eV and ∼ −4.34 eV, respectively.

It is better to mention that the energies of the stationary points given here are

relative to the energy of the reagent asymptote which is set to be equal to 0.0 eV.

The structures and relative energies of these stationary points are given in Table

1 and Table 2 of Ref. [22] and they are reproduced here in Table 1.4 and Table 1.5

for a ready reference. From Table 1.5 it can be seen that unlike electronic ground

state, the isomerization barrier is energetically lower than the product channel

on the 12A′′ state and hence the HCO complex is predicted to play a major role

in the dynamics on the latter state [22].

The OH, CO and CH diatomic potentials calculated by using both the 12A′′
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Table 1.5: Geometrical structure and relative energies of the saddle points on the
first excited (12A′′) PES of C + OH collisional system, (Reproduced from Ref. [22]).

Parameter description Parameter value

Saddle point - I (isomerisation saddle point)
Energy relative to
reagent asymptote (C + OH) -3.11 eV
RCH 2.34 a0

RCO 2.37 a0

∠HCO 68o

R/r/θ 2.82 a0/2.64 a0/121o

Saddle point - II (COH inversion saddle point)
Energy relative to
reagent asymptote (C + OH) -4.34 eV
ROH 1.79 a0

RCO 2.41 a0

∠COH 180o

R/r/θ 2.52 a0/1.79 a0/0o

and 14A′′ PESs and by keeping the third atom far away from the diatom in each

case are presented here in Figure 1.3 in different colours. The potentials calculated

by using 14A′′ PES are shown in solid lines, whereas, the same calculated from

12A′′ PES are shown in dashed lines. From Figure 1.3 it can be seen that the

diatomic potentials calculated from both the excited states are almost identical

and the R3 reaction is exoergic on these states with an energy value ∼0.41 eV

as it is reported in Ref. [22] and the other product channel, CH + O is highly

exoergic (∼1.0 eV).

Like electronic ground state, the second excited PES (14A′′) [22] has eight

stationary points on it. The two deep potential wells correspond to the HCO

and COH complexes with energy ∼-2.25 eV and ∼-1.85 eV (the energy of the C

+ OH reagent asymptote is considered as zero), respectively, and the, CO(a3Π)

+ H(2S), product asymptote contains three minima. On the other hand, among
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respectively.
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five saddle points, two correspond to the barrier for the dissociation of HCO

and COH complexes into the, CO + H, products. The isomerization barrier

between the HCO and COH complexes, and the inversion barriers of the latter

two collisional complexes characterize the other three saddle points on the surface.

A 2-D contour plot of the 14A′′ PES is presented in Figure 1.4 as a function of

the R and γ (Jacobi coordinates are discussed in detail in chapter 2). The CO

distance is fixed at 2.60 a0 here. The two potential wells corresponding to the

HCO and COH complexes and the saddle point between them are clearly visible

in Figure 1.4. The energies of the HCO and COH wells and the five saddle points

are computed on the 14A′′ PES. The set of Jacobi coordinates taken from Table 1

and Table 2 of Ref. [22] are used as inputs in the calculations. The values of the

Jacobi coordinates, and calculated internuclear distances and energies (relative

to the C + OH reagent asymptote) of the seven stationary points are given in

Table 1.6. The numbers presented in the fourth column of Table 1.6 agree well

with the energies given in the second column of Table 1 and Table 2 of Ref. [22].

A careful examination of the energies of the stationary points given in Table 1.6

suggests that R3 reaction can follow two major paths on the 14A′′ PES once

the COH minimum is accessed by the reactive system at the entrance channel :

(i) The COH complex can dissociate into the products directly by crossing the

barrier of energy ∼ 0.03 eV (Path I). This path is classically forbidden at low

energies. (ii) The COH complex can isomerize to HCO by overcoming the barrier

of energy ∼ -0.33 eV followed by the dissociation of the latter into products by

crossing the barrier of energy ∼ -0.11 eV (Path II). As both the barriers have

energy less than reagent channel, Path II is feasible at any value of collision

energy, whereas, the other path is possible only at higher collision energies unless

significant tunneling takes place. Moreover, unlike electronic ground [21] and
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Table 1.6: The geometries in terms of the Jacobi and internal coordinates and the
energies of various stationary states on the second excited (14A

′′
) PES of the HCO

reactive system

Stationary point description R(a0)/r(a0)/γ(degree) RCO/ROH/RCH (a0) Energy (eV)
HCO minima 2.38/4.06/151 2.593/4.060/2.085 ∼-2.22

COH minima 2.66/1.83/72 2.628/1.830/3.587 ∼-1.85

Isomerization saddle point 2.58/2.34/121 2.654/2.340/2.377 ∼-0.33

COH inversion saddle point 2.68/1.77/0.0 2.575/1.770/4.345 ∼-0.41

HCO inversion saddle point 2.39/4.67/180 2.666/4.670/2.003 ∼-1.05

CO-H saddle point 2.43/2.86/56 2.339/2.860/4.522 ∼0.03

H-CO saddle point 2.20/4.24/121 2.339/4.24/3.422 ∼-0.11

first excited [22] states, the reagents approach along a barrierless path for a very

narrow angular approach on the second excited state [22]. Consequently, it can be

anticipated that the narrow angular approach and the presence of a late barrier

at the exit channel may reduce the reactivity on the 14A′′ state compared to the

same on the electronic ground and first excited states of HCO reactive system [23].

1.1.3 Electronic ground BKMP2 PES of the H3 reactive

system

Numerous of PESs [24–31] have been developed for the description of the bench-

mark H-exchange reaction, HA + HBHC → HAHB + HC , occurring on its elec-

tronic ground state. The BKMP2 PES developed by Boothroyd et al. [28] is

used here to study the state-to-state dynamics (see chapter 6) of this reaction

as the surface is fairly accurate to reproduce experimentally measured dynam-

ical attributes [32, 33]. The BKMP2 surface is an improvement over an earlier
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surface, the BKMP PES developed by the same authors [27]. The refined sur-

face is constructed on the basis of 8701 ab initio energies and posses the same

functional form as the previous BKMP PES [27]. In BKMP2 PES, the zero of

energy corresponds to the fully dissociated H + H + H conformation and the

relative energy of the minimum of H2 diatomic potential is ∼-0.1745 Eh [28].

Contour diagrams of BKMP2 PES for γ′c [angle between r1(=HAHB internuclear

distance) and r2(=HBHC internuclear distance)]= 1800, 900 and 450 are shown

in Figure 1.5, 1.6 and 1.7, respectively. From Figure 1.5, the barrier height along

the collinear approach, γ′c=1800 is found to be ∼0.42 eV (∼9.613 kcal/mol) [28].

Similar contour plot is also shown by Jankunas et al. [34]. Though the features

of the contour plot is similar for the perpendicular approach, γ′c=900 the barrier

height increase noticeably to ∼1.2 eV (see Figure 1.6). Whereas, the reaction is

energetically infeasible for the sideways approach, γ′c=450 (see Figure 1.7). Thus,

it can be concluded that the collinear approach is most favorable and it posses a

barrier of height ∼0.42 eV for the H-exchange reaction.
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1.2 Current state of research and the objective

of the present work

In the following, an overview of the current state of research and the objective

behind the present work is discussed.

1.2.1 Quantum dynamics of S + OH reaction on its elec-

tronic ground state

The S + OH→ SO + H reaction plays an important role in the formation of SO in

interstellar dust clouds [35]. This reaction occurs between an open shell atom and

a free radical and it is known that theoretical and experimental studies are difficult

to be carried out for such reactions. Experimentally, it is a challenging task to

make this reaction pseudo-first-order by the generation of one of the reactants in

large excess compared to the other and also it is very cumbersome to measure

the concentrations to calculate the rate constant because of high reactivity of the

reagents. On the other hand, from theoretical point of view the presence of wells

on corresponding PES [9] makes it difficult to obtain converged dynamics results.

Nevertheless, various attempts are made to study this reactive system [36–46].

The S (3P) + OH (X2Π) → SO (X3Σ−) + H (2S) (R1 as defined in sec-

tion 1.1.1) reaction occurs on the electronic ground (X̃2A′′) PES [9] of HSO re-

active system and it progresses through the formation of two stable collision

complexes, HSO and SOH, respectively. The essential features of the electronic

ground (X̃2A′′) PES are discussed already in section 1.1.1.

The MEPs for the formation of HSO and HOS isomers are computed by

Xantheas and Dunning [40]. They found a barrier of ∼2.4 kcal/mol along the
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MEP leading to HOS, whereas, no barrier is found along the path leading to

the other isomer. Later, Mart́ınez-Nunez et al. carried out an unimolecular

reaction dynamics study for HSO [42] by using the DMBE PES [9]. These authors

predicted that at low energies the system favors the isomerization path, whereas,

with the increase of energy the dissociation path leading to the formation of

SO + H becomes more important. Jourdain and co-workers measured the rate

constant for R1 and a value of (6.6±1.4)×10−11 cm3s−1molecule−1 at 298 K is

reported by them [43]. It is the only experimentally measured rate constant value

available till date. On the other hand, Sendt and Haynes have calculated the rate

constant [44] by using Rice-Ramsperger-Kassel-Marcus (RRKM) theory and a

value of 6.6×10−10 cm3s−1molecule−1 is found which is 10 times larger than the

experimentally measured value of Jourdain et al. [43]. Jorfi and Honvault studied

the dynamics of the S + OH → SO + H reaction quantum mechanically for the

first time [45] by using TIQM method and the DMBE PES [9]. They reported

total, product vibrationally and rotationally state-resolved reaction probabilities

as a function of collision energy for the total angular momentum, J=0. They

have also calculated a temperature dependent state-specific rate constant where

reaction probabilities for J >0 were obtained by using J-shifting approximation.

Later, these authors employed the quasi classical trajectory (QCT) method to

calculate ICS, DCS, rate constant, rotational and vibrational product energy

distribution, and the the average lifetime of the intermediate collision complexes

[46]. Though the rate constants calculated by TIQM and QCT methods are in

good accord with each other, they are not in agreement with the experimental

estimate at 298 K. Moreover, the results of QCT study suggest the formation of

intermediate collision complex of life time more than a rotational period.

The objective of the work presented in chapter 3 is to study the initial state-
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selected dynamics of R1 reaction and calculate total reaction probabilities, ICSs,

state-specific rate constants by using the electronic ground DMBE PES [9] and

a TDWP propagation approach. As the time-dependent approach followed here

is computationally less expensive than TIQM method, probabilities for J >0 are

also calculated within coupled-states (CS) (or centrifugal sudden) approximation

[47,48]. ICSs (upto 0.5 eV collision energy) are calculated by including all partial

wave contributions of J=0-138, J=0-158, J=0-175 and J=0-180 for reagent OH in

its v=0, 1, 2 and 3 vibrational levels, respectively. State-specific rate constants are

calculated only for OH(v=0). The effect of rotational and vibrational excitations

of reagent OH on the dynamics is also investigated. The results of the present

study are compared with those available in the literature.

1.2.2 Quantum dynamics of the C + OH reaction on its

excited states

As discussed earlier in section 1.1.2, the C (3P) + OH (X2Π) → CO (X1Σ+)

+ H (2S), reaction (R2) occurs on the electronic ground (X2A′) [21] PES of

HCO reactive system. The dynamics of R2, including the effects of internal

excitations of reagent diatom is studied by various theoretical methods [49–54].

ICSs calculated by QCT study are found to be insensitive to internal excitations

of reagent OH [49], whereas, slight dependence of DCSs on reagent rotational

excitation is found in a latter QCT study [51]. Furthermore, decrease in reactivity

at low collision energies with vibrationally hot reagent OH is obtained by quantum

mechanical calculations [54] which is in contrast to the results of QCT study. The

results of all these studies suggest a predominate direct mechanism for R2 on its

electronic ground state, X2A′. Several stereodynamical studies are also carried

out for R2 in the recent past [55–59]. According to the stereodynamical study
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of Huang, an abstraction path which involves the formation of short-lived COH

collisional complex is followed by R2 at low collision energies. Whereas, the

reaction proceeds through an insertion path via the formation of long-lived HCO

intermediate at higher energies [59].

The, C (3P) + OH (X2Π) → CO (a3Π) + H(2S), reaction (R3) occurs on

the first (12A′′) and second (14A′′) excited states of HCO reactive system [22].

A detail discussion of the topographical features of these two PESs is given in

section 1.1.2.2. Jorfi et al. have studied the dynamics of R3 on its first excited

(12A′′) PES by employing a TIQM method. They have calculated total and

state-to-state reaction probabilities for J=0 upto 0.9 eV collision energy [60].

Dense resonance oscillations are found in probabilities of R3 on its 12A′′ state for

J=0 [60] which is in strong contrast to the probability profile of R2 [54] on its

X2A′ PES. Jorfi et al. have also calculated a state-specific rate constant of R3 by

using J-shifting approximation for J >0 and compared this with QCT results. A

relatively good agreement is found between the rate constants obtained by QCT

and TIQM methods. The reagent diatom was kept in its ground ro-vibrational

level, OH (v=0, j=0) in this TIQM study [60]. Rao et al. employed a TDWP

propagation approach to investigate the dynamics of R3 on its 12A′′ PES in more

detail [61]. They have calculated initial state-selected total reaction probabilities

for J ≥0, converged ICSs upto 1.0 eV collision energy and state-specific thermal

rate constants. CS approximation [47, 48] is used for the calculation of proba-

bilities for J >0. Effect of internal excitations of reagent OH on the reactivity

of R3 is also studied by Rao et al. [61]. Reactivity is found to decrease with

reagent rotational excitation, whereas, no such noticeable impact of vibrationally

hot reagent OH on the dynamics is found. TDWP results of Rao et al. [61] are

in good agreement with those obtained by Jorfi et al. [60]. Later, Jorfi et al.
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employed statistical quantum method (SQM) to study the dynamics of R3 on its

12A′′ PES further [62]. Though not very prominent, decrease of reactivity with

reagent rotational excitation is also found in this study similar to the findings of

Rao et al. [61].

Jorfi et al. have investigated the dynamics of R3 on its second excited (14A′′)

PES at the state-to-state level by a TIQM formalism [22,63]. They have reported

total and state-to-state reaction probabilities for J=0, rotational and vibrational

distributions of the product diatom at some selected collision energies and an

approximate state-specific rate constant by employing J-shifting approximation

for J >0 probabilities. The dynamics is investigated by keeping the reagent

OH in its ground ro-vibrational level, OH (v=0, j=0). The rate constant calcu-

lated by TIQM method [63] is in good accord with the same obtained by using

QCT method below 60 K. However, significant disagreement is noticed at higher

temperatures. This is quite surprising as quantum effects are usually less impor-

tant with the increase of temperature. The difference is ascribed to the use of

J-shifting approximation in TIQM study and the intrinsic shortcomings of the

QCT approach [63]. Zanchet et al. employed a time-dependent quantum me-

chanical (TDQM) approach [64, 65] for carrying out the dynamics of R3 on its

14A′′ PES in a subsequent study [66]. Reaction probabilities, ICSs and DCSs

are reported for reagent OH (v=0, j=0) where all partial wave contributions for

J=0-50 are considered to obtain cross sections. Coriolis coupling terms present in

the Hamiltonian are also considered in the dynamics study. Moreover, in addition

to the time-dependent approach, they also carried out QCT and statistical cal-

culations and compared the results. Dense resonance oscillations in probabilities,

statistical product vibrational distributions and forward-backward symmetry in

DCSs are found in these studies [63, 66]. An indirect mechanism via the forma-
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tion of long lived intermediate collisional complexes of R3 on its 14A′′ PES is

suggested [63,66].

It emerges from the above discussion that there is lack of investigation involv-

ing internal excitations of reagent OH on the dynamics of R3 on its 14A′′ state.

Moreover, it is reiterated here that despite same exoergicity of R3 occurring on its

two excited states, the topographies of corresponding PESs are largely different.

This can be seen from the schematic energy diagram presenting the important

stationary points on the three lowest lying states of HCO reactive system given

by Jorfi et al. [63]. It is also believed that the fate of an exothermic barrierless re-

action occurring on a PES possessing wells on it largely depends on three factors

- the mass combinations of the participating atoms, exoergicity and the topo-

graphical details [20]. The first two factors remain identical for R3 on its 12A′′

and 14A′′ states and hence it is worthwhile to investigate how the topographical

difference of these two PESs can solely affect the dynamics.

The aim of the work presented in chapter 4 is to investigate the initial state-

selected dynamics of R3 on its second excited (14A′′) state involving the effects of

internal excitations of reagent OH by employing a TDWP propagation approach.

Initial state-selected total reaction probabilities for J ≥0 and ICSs are reported

as a function of collision energy. Reaction probabilities for J >0 are calculated

within the CS approximation [47, 48] and converged ICSs upto 0.25 eV collision

energy are obtained by including partial wave contributions for J=0-48 for OH

(v=0, j=0). The results are compared with those obtained by using other theo-

retical methods [63, 66]. Finally, the mechanistic details of the, C + OH → CO

+ H, reaction occurring on its 12A′′ and 14A′′ PESs are discussed by compar-

ing present results with those of Rao et al. [61] in relation to the topographical

features of these PESs.
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The comparison of the dynamics of R3 on its 12A′′ and 14A′′ PESs has been

further extended at the state-to-state level in chapter 5. The objective of the work

presented in chapter 5 is to study the effect of vibrational excitations of reagent

OH on the state-to-state dynamics of R3 occurring on its excited states by using

a TDQM approach [64,65,67]. Total and state-to-state reaction probabilities are

calculated for the total angular momentum, J=0. Moreover, product vibrational

level distributions are also calculated at some selected values of collision energy.

1.2.3 Effect of vibrationally hot reagent H2 on the state-

to-state dynamics of the benchmark H-exchange re-

action

The collision between a H2 molecule and an incoming H atom to produce a new

H2 molecule and a recoil H atom, HA + HBHC → HBHC + HA (atoms are labeled

here to better understand the exchange), is commonly known as the H-exchange

reaction. It is one of the most important elementary reactions which is used as a

benchmark for major theoretical advances in the field of reaction dynamics and

the concepts of PES, transition-state emerged from the study of this reaction

[32, 68–71]. In a review article [32] Aoiz et al. discussed the sequential progress

in the study of this reaction, the convergence between theoretical calculations

and experimental measurements, the relation between forward scattering and

reaction time, presence of resonances in dynamical observables, effect of geometric

phase on the dynamics and the rotational distribution in reactive and inelastic

scattering. In a later review article [72], Yang has also addressed different aspects

of this reaction. Though kinetic studies started in way back in 1920-1930 [32], still

this H-exchange reaction with its isotopic variants is used for the development of
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new concepts and methodologies.

On the theoretical front, the presence of only three electrons and three light

nuclei has made the electronic structure and dynamics calculations computation-

ally easier. Several PESs such as LSTH [24, 25], DMBE [26], BKMP [27] and

BKMP2 [28], surface of Wu et al. [29] and Meilke et al. [30] are constructed

to investigate the dynamics of the H-exchange reaction by different theoretical

methods. Abrol and Kuppermann have developed a diabatic potential matrix [31]

which is recently used to study the nonadiabatic effects on the H-exchange reac-

tion at the state-to-state level [73].

On the other hand, experiments were difficult to carry out due to lack of per-

manent dipole moment of H2 molecule and the position of electronic absorption

spectra in vacuum UV [32, 71]. The availability of advance experimental meth-

ods [72] and substitution of H atom(s) with its heavier isotopes to distinguish

products from reactants have made the measurement of state-resolved DCSs pos-

sible. Theoretical predictions are precisely compared with experimentally mea-

sured DCSs and good agreement between them has been reported [32].

Recently Jankunas et al. have modeled the H-exchange reaction as molecular

billiards [34] within the BO approximation when the nuclei are treated as classical

particles. They expected backward scattering with little rotational excitation of

product diatom from nearly head-on collisions, whereas, sideways scattering is

likely to occur with rotationally excited product from glancing collisions. They

carried out experiments for, H + D2 → HD + D, reaction to validate their

anticipation. DCSs are measured at few collision energies for product HD in

different ro-vibrational levels and these are compared with available quantum

mechanical results [34]. Their expectation is fulfilled for HD (v′=1,2) but it

failed for HD (v′=4) and a trend opposite to negative j′ − θ [74] correlation is
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found in the latter case [34].

In reaction dynamics, a reaction is commonly described by its MEP and for

H-exchange reaction, the collinear approach of three nuclei is the lowest energy

configuration [34]. The barrier of ∼0.42 eV (see Figure 1.5) along the purely

repulsive MEP must be surmounted by the reacting particles to proceed (see

Figure 2 of Ref. [34]). Such purely repulsive MEP with a central barrier is in-

adequate to explain the unexpected behavior of DCSs [34]. The barrier height

and the topography of reaction path largely depend on the vibrational levels of

reagent and product diatoms and the path constructed by considering the en-

ergies of internal modes of triatomic species is known as vibrationally adiabatic

potential/path [34,75]. For H-exchange reaction attractive wells are found along

its vibrationally adiabatic potentials [34, 75]. The surprising behavior of DCSs

observed by Jankunas et al. [34] is attributed to the complex topography of vibra-

tionally adiabatic potentials, formation of highly internally excited products with

higher j′ values from nearly collinear collisions with low impact parameters and

the negligible contribution from the time-delayed mechanism for the formation of

rotationally excited products. Highly internally excited product diatoms are lack

of enough recoil energy to overcome high centrifugal barrier originating from col-

lisions with high impact parameter. These findings suggest that the H-exchange

reaction is not as simple as it is thought and it is only the beginning of detail un-

derstanding of this seemingly simple reactive system. Jankunas et al. suggested

that the situation would be more complicated with an increase of translational

energy of H-atom or if reagent diatom is internally excited to higher levels. In a

subsequent investigation, Sneha et al. presented the angular distribution of, H +

D2 → HD (v′=4, j′) + D, reaction at 3.26 eV collision energy [74]. They found

that at such high collision energy, the expected negative j′ − θ trend is followed



1.2. Current state of research and the objective of the present work35

for v′=4 manifold and thus it supports the justification that the opposite trend

followed earlier at 1.97 eV collision energy [34, 76] is due to the lack of enough

recoil energy of the products.

The investigations carried out for the H-exchange reaction with internally ex-

cited reagent diatom are briefly outlined here. Kendrick et al. found significant

geometric phase effects in total and state-to-state rate coefficients for the H +

H2 (v=4, j=0) → H2 (v′, j′) + H reaction at ultracold conditions [77]. In an-

other study, Kendrick showed the effect of geometric phase on the state-to-state

probabilities for H + H2 (v=1, j=0) → H2 (v′=2, j′) reaction upto 2.4 eV total

energy [78]. Juanes-Marcos et al. also investigated the geometric phase effect

for H + H2 (v=0-1, j=0) reaction and they reported reaction probabilities, ICSs,

DCSs and product distributions upto ∼2.5 eV total energy [79, 80]. Jiang and

Guo calculated excitation functions for the H + H2 (v=0-1, j=0) reaction to re-

examine the well known Polanyi’s rule and proposed a new model called sudden

vector projection (SVP) as an alternative [81]. All these investigations employed

the electronic ground BKMP2 PES of H3 reactive system [28]. On the other hand

Rao et al. studied the effects of rotational and vibrational excitations of reagent

H2 comprehensively for the first time by employing a TDWP propagation ap-

proach and the DMBE PES [26,82,83]. They investigated the effects of NAC on

initial state-selected reaction probabilities and ICSs for, H + H2 (v=0-10, j=0-

10) → H2 (
∑
v′,
∑
j′) + H, reaction [83] within CS approximation. Significant

nonadiabatic effects are found for rotationally excited reagent H2, whereas, vibra-

tionally hot reagent H2 could not bring such effects in the dynamics. Moreover,

way back in 1981, Barg et al. studied the effects of internal excitations of reagent

H2 on the state-to-state dynamics of H-exchange reaction [84] by employing QCT

method and Porter-Karplus [85] and LSTH PESs [24,25]. They restricted the vi-



1.3. Overview of the thesis 36

brational excitation of reagent H2 upto v=2 and at a given translational energy,

initial vibration was found to enhance the reactivity and also broaden the distri-

bution in DCSs.

Hence, a comprehensive quantum mechanical investigation for the effects of

internal excitations of reagent H2 on the state-to-state dynamics of H-exchange

reaction is in high demand at present in order to understand the mechanism of

this seemingly simple reaction in more detail. The work presented in chapter

6 is aimed towards this goal. The effect of vibrational excitations of reagent

H2 on the, H + H2 (v=0-5, j=0) → H2 (v′, j′) + H, reaction is carried out

by using the BKMP2 [28] PES and a TDQM [64, 65, 67] formalism. Total and

state-to-state reaction probabilities, product vibrational level distribution, ICSs

and state-to-state DCSs are reported here. To the best of our knowledge, the

work presented in chapter 6 is going to be the first of its kind to include the

effects of vibrational excitations of reagent H2 on the state-to-state dynamics of

the benchmark H-exchange reaction at length in a comprehensive manner.

1.3 Overview of the thesis

In chapter 2, the theoretical methodology and computational details to study

the nuclear dynamics on adiabatic PESs are described in detail. The methods

employed to investigate the initial state-selected and state-to-state dynamics are

described in two separate sections, section 2.2 and 2.3, respectively. A brief

discussion of the procedure for the construction of MEPs is given in section 2.4

of this chapter.

In chapter 3, the findings of the initial state-selected dynamics study of, S

+ OH → SO + H, reaction on its electronic ground state is presented. Total
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reaction probabilities, ICSs and state-specific rate constants calculated by using

the DMBE PES [9] and a TDWP propagation approach are shown. The effects

of rotational and vibrational excitations of reagent OH on the dynamics are also

presented in this chapter. Finally, the results are compared with those available

in the literature.

Chapter 4 contains the results of the investigation of the initial state-selected

dynamics of the C + OH → CO + H reaction on its second excited (14A′′) [22]

electronic state. Initial state-selected total reaction probabilities for J ≥0 and

ICSs calculated by employing a TDWP propagation approach are shown in this

chapter as a function of collision energy. The results are compared with those

available in the literature [63, 66]. The mechanistic details of the, C + OH,

reaction on its excited states [22] are discussed in this chapter by comparing the

results of the present study with an earlier investigation of Rao et al. [61].

The effects of vibrational excitations of reagent OH on the state-to-state dy-

namics of the, C + OH → CO + H, reaction on its first and second excited

states [22] are presented in chapter 5. A TDQM approach [64,65] is employed to

calculate total and state-to-state reaction probabilities as a function of collision

energy for total angular momentum, J=0. Product vibrational level distribution

is also shown at a few selected collision energies in terms of probabilities for J=0

in order to reveal the mechanism for the reaction primarily.

Chapter 6 includes a comprehensive quantum mechanical investigation for

the effects of vibrationally hot reagent H2 on the state-to-state dynamics of the

benchmark H-exchange reaction on its electronic ground state. The investigation

is carried out by employing a TDQM approach [64,65] and the BKMP2 [28] PES

of H3 reactive system to understand the mechanistic details of the, HA + HBHC →

HBHC + HA, reaction. Total and state-to-state reaction probabilities, product
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vibrational level distribution, ICSs and DCSs are reported for the H-exchange

reaction in this chapter.

Finally, in chapter 7 a summary of all works presented in different chapters is

presented in addition to the concluding remarks and a brief outlook.
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Chapter 2

Theoretical methodology and

computational details

2.1 Introduction

Theoretical methods employed to study the dynamics of different bimolecular

reactions on single adiabatic PESs are discussed in detail in this chapter. Spatial

grids are constructed on suitable Jacobi coordinate system (reagent or product) to

solve the nuclear Schrödinger equation numerically by means of time-dependent

quantum mechanical (TDQM) methods. An initial wave packet (WP) pertinent

to the reagent channel is allowed to evolve in time over the PES and finally

it is analyzed at the product asymptote to calculate the dynamical attributes.

The methodologies behind the initial state-selected and state-to-state dynamics

studies are discussed in detail in two separate sections of the present chapter.

Finally, at the end of this chapter, a brief discussion on the procedure followed

for the construction of MEPs is presented. To start with the nuclear Schrödinger

equation separated from the molecular Schrödinger equation as the former is the

46
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fundamental equation for the dynamical evolution of a reactive system.

2.1.1 From molecular Schrödinger equation to nuclear

Schrödinger equation

The motion of a molecular system involves composite motion of electrons and

nuclei can be completely described by means of the time-dependent molecular

Schrödinger equation,

i~
∂ΨM(q,Q, t)

∂t
= ĤMΨM(q,Q, t). (2.1)

In equation 2.1, ΨM(q,Q, t) and ĤM are the molecular wavefunction and the

molecular Hamiltonian, whereas, {q} and {Q} collectively represent coordinates

of electrons and nuclei, respectively. The non-relativistic molecular Hamiltonian,

ĤM , can be symbolically written as-

ĤM = T̂N + T̂e + V̂eN + V̂NN + V̂ee (2.2)

The operators on the R. H. S of equation 2.2, T̂N , T̂e, V̂eV , V̂NN and V̂ee repre-

sent the nuclear kinetic energy, electron kinetic energy, electron-nuclei attraction

potential, nuclei-nuclei repulsion potential and electron-electron repulsion poten-

tial, respectively. Explicit expressions of these operators in atomic unit are given
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below.

T̂N =
∑
α

− 1

2Mα

∇2
α,

T̂e =
∑
i

−1

2
∇2
i ,

V̂eN =
∑
α

∑
i

− Zα
Riα

,

V̂NN =
∑
α

∑
β<α

ZαZβ
Rαβ

,

V̂ee =
∑
i

∑
j<i

1

rij
.

In the above i/j and α/β represent the electronic and nuclear indices, respectively.

The quantities Mα and Zα represent mass and charge of the nucleus, respectively.

Rαβ and rij are the inter nuclear and inter electronic distances, respectively. The

total molecular energy and the wavefunction can be calculated by solving the

time-independent molecular Schrödinger equation,

ĤMΨM(q,Q) = EΨM(q,Q). (2.3)

Here E is the total energy of the system. Unfortunately, an accurate solution of

equation 2.3 is practically cumbersome and consequently approximation is made

to solve it. Let us first pick out the electronic Hamiltonian, Ĥe, from the molecular

Hamiltonian, ĤM , as

Ĥe = T̂e + V̂eN + V̂NN + V̂ee (2.4)

and thus, ĤM = T̂N + Ĥe. Due to the heavier mass of nuclei compared to the

electrons, nuclei can be treated as spectators during electronic motion and the



2.1. Introduction 49

T̂N term can be ignored to have the electronic Schrödinger equation,

Ĥeφi(q;Q) = εi(Q)φi(q;Q). (2.5)

In equation 2.5, φi(q;Q) represents the electronic wavefunction in its ith state and

it depends parametrically on nuclear coordinates. On the other hand, εi(Q), rep-

resents the electronic energy and it is an explicit function of nuclear coordinates,

Q. The set of functions obtained by solving equation 2.5 forms a complete set and

the set can be used as a basis for the expansion of the molecular wavefunction as

ΨM(q,Q) =
∑
i

χi(Q)φi(q;Q). (2.6)

In this equation, χi, represent the coefficients of expansion and these are ex-

plicit functions of the nuclear coordinates. In order to find these coefficients, the

expression of ΨM(q,Q) in equation 2.6 is substituted into equation 2.3 as

ĤM

∑
i

χi(Q)φi(q;Q) = E
∑
i

χi(Q)φi(q;Q)

Taking the operator, ĤM , inside the sum over i on the left hand side, we obtain

∑
i

(T̂N + Ĥe)χi(Q)φi(q;Q) = E
∑
i

χi(Q)φi(q;Q)

∑
i

[∑
α

− 1

2Mα

∇2
α[χi(Q)φi(q;Q)] + Ĥeχi(Q)φi(q;Q)

]
= E

∑
i

χi(Q)φi(q;Q)
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Using equation 2.5, the above expression is reduced to

∑
i

[∑
α

− 1

2Mα

∇2
α[χi(Q)φi(q;Q)] + χi(Q)εi(Q)φi(q;Q)

]
= E

∑
i

χi(Q)φi(q;Q)

By using the product rule of differentiation for the nuclear kinetic energy operator,

we obtain

∑
i

∑
α−

1
2Mα

[2(∇αχi(Q))(∇αφi(q;Q)) + χi(Q)∇2
αφi(q;Q) + φi(q;Q)∇2

αχi(Q)]

+
∑

i χi(Q)εi(Q)φi(q;Q) = E
∑

i χi(Q)φi(q;Q)

After taking a projection on φ∗j and integration over electronic coordinates, the

above equation reduces to

∑
i

[∑
α−

1
2Mα

[2(∇αχi(Q))〈φj(q;Q)|∇α|φi(q;Q)〉+ 〈φj(q;Q)|∇2
α|φi(q;Q)〉χi(Q)]

]
+
∑

α−
1

2Mα
∇2
αχj(Q) + εj(Q)χj(Q) = Eχj(Q)

The terms present inside the brackets are known as nonadiabatic coupling (NAC)

terms. These are neglected within BO approximation and the approximation is

fairly accurate unless the electronic energy, εj(Q), is very close to the energy

of other electronic states. Thus within BO approximation, the above equation

reduces to ∑
α

− 1

2Mα

∇2
αχj(Q) + εj(Q)χj(Q) = Eχj(Q) (2.7)

or

Ĥnucχj(Q) = Eχj(Q) (2.8)
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Thus, within BO approximation, the nuclear Hamiltonian, Ĥnuc, contains only

the nuclear kinetic energy operator and the potential energy which is the total

electronic energy of the given electronic state. Furthermore, it appears that

within the BO approximation, the nuclear motion is confined to a single electronic

state. It is also reiterated here that the potential energy, εj(Q), is a function

of the nuclear coordinates and except for a diatomic molecule, it represents a

hypersurface which is commonly known as the PES. Hence, the electrons of a

molecular system provide the potential for the movement of the nuclei. Finally,

the nuclear movement is followed by means of equation 2.8 or its time-dependent

form,

i~
∂χ(Q, t)

∂t
= Ĥnucχ(Q, t). (2.9)

This equation is known as the time-dependent nuclear Schrödinger equation and

the subscript j has been removed here for the sake of clarity.

2.2 Methodology for initial state-selected study

Initial state-selected dynamics of the S + OH and C + OH reactions on the

electronic ground and second excited states (see chapter 3 and 4), are investigated

by solving the time-dependent nuclear Schrödinger equation numerically on a

grid. If the Hamiltonian of the reactive system is explicitly time-independent,

the solution of equation 2.9 reads as

|χ(Q, t)〉 = exp

[
−iĤnuct

~

]
|χ(Q, t = 0)〉 (2.10)

In equation 2.10, |χ(Q, t)〉 and |χ(Q, t = 0)〉 represent the propagated wave packet

at time t and the initial wave packet (WP), respectively. For a numerical solution
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of equation 2.10, discrete grid points are constructed along reagent Jacobi coor-

dinates. The reagent Jacobi coordinate system in body-fixed (BF) frame used for

the study of atom-diatom collisions is defined by three variables, R [the distance

between the approaching atom and the center-of-mass of the reagent diatom], r

[reagent diatom internuclear distance] and γ [the angle between R and r]. The z

axis is defined to be parallel to R, while the molecular plane corresponds to the

xy plane. In this coordinate system, the reagent asymptote is defined by making

R very large, whereas, the product asymptote is defined by making r relatively

larger. The reagent Jacobi coordinate system is schematically shown in Figure

2.1.

The coordinate space, x is divided into a set of N discrete regular grid points

with uniform grid spacing, ∆x, between two successive grid points. Hence, the

eigenvalues of the position operator, x̂ at these grid points are given by [1],

xi = (i− 1)∆x (2.11)

The eigenvector, |xi〉, corresponding to each eigenvalue is obtained by the orthog-

onality and completeness relations and wavefunctions for an arbitrary physical

state is given by

φ′(xi) = 〈xi|φ′〉. (2.12)

The maximum length along the spatial coordinate, L = N∆x, determines the

spacing between two successive points on its conjugate momentum space (k) by

the relation,

∆k =
2π

N∆x
. (2.13)

Unlike in coordinate space, in momentum space, the center of the grid is kept at

zero and other points are symmetrically distributed on both sides of it. Hence, if
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the maximum value of momentum is pmax(=~kmax), the momentum then ranges

from −pmax to +pmax. Furthermore, the number of grid points in the coordinate

space for a fixed value of grid length (L) determines the value of pmax. A dense grid

in the coordinate space always increases the maximum value of the momentum

in its conjugate space, which is evident from the following relations.

pmax =
N∆k

2
, (2.14)

by putting the expression of ∆k from equation 2.13, it is obtained that

pmax =
N

2

2π

N∆x
=

π

∆x
. (2.15)

As for a fixed value of L, the magnitude of ∆x decrease with the increase of

N which makes the grid more dense, the magnitude of maximum momentum

increases consequently. Here x is used as a representative for a particular nuclear

coordinate.

Once the construction of grids along Jacobi coordinates is done, the poten-

tial energy at each set of grid points is calculated and thus the construction of

potential energy grid is also done to consider the action of potential energy op-

erator on the wave packet. In most applications the PES of a molecular system

is constructed as a function of its internal coordinates. Hence, a transformation

between Jacobi coordinates and internal coordinates is required to construct the

potential energy grid. A set of Jacobi coordinates corresponds to an unique set

of internal coordinates and the relation between them is given by the following

equations, (in relation to the nuclear arrangement and definition of coordinates



2.2. Methodology for initial state-selected study 54

given in Figure 2.1)

rac =

√
R2 + (

wB
wB + wC

)2r2 + 2(
wB

wB + wC
)rRcos(γ),

rab =

√
R2 + (

wC
wB + wC

)2r2 − 2(
wC

wB + wC
)rRcos(γ)

and

rbc = r

In the above three equations, rab, rbc and rac correspond to the internuclear

distances between A and B, B and C, A and C atoms. Whereas, wB and wC

represent the masses of B and C atoms, respectively.

An initial WP, |χ(R, r, γ, t = 0)〉, is prepared in the reagent asymptote (rep-

resenting the zero of the interaction potential) as a product of three functions

as

|χ(R, r, γ, t = 0)〉 =
√
ωnF (R)φ′′vj(r)P̃

Ω
j (cos γ). (2.16)

In this equation F (R) is the minimum uncertainty Gaussian wave packet (GWP)

that defines the translation of the atom towards the center-of-mass of the molecule

F (R) =

(
1

2πδ2

) 1
4

exp

[
−(R−R0)2

4δ2
− ik0(R−R0)

]
. (2.17)

In equation 2.17, δ, R0 and ~k0 represent the width of the GWP, location of

the center of the wave packet in coordinate and momentum space, respectively.

Among the other two functions present in equation 2.16, φ′′vj(r) represents the ro-

vibrational eigenfunction of the reagent diatom. This eigenfunction is obtained
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by solving the following eigenvalue equation,

[
− ~2

2µr

d2

dr2
+ V (r) +

j(j + 1)~2

2µrr2

]
φ′′vj(r) = ε′vjφ

′′
vj(r). (2.18)

In this equation µr, V (r) and ε′vj are the diatom reduced mass, diatom potential

and ro-vibrational energy of the diatom at its vth vibrational and jth rotational

quantum levels, respectively. The diatomic potential is calculated from the un-

derlying PES for R → ∞. Equation 2.18 is solved to find the ε′vj and φ′′vj(r) by

following sine discrete variable representation method of Colbert and Miller [2].

The third function, P̃Ω
j (cosγ) in equation 2.16 corresponds to the associated Leg-

endre polynomials and they are given by

P̃Ω
j =

√
2j + 1

2

(j − Ω)!

(j + Ω)!
PΩ
j (cosγ). (2.19)

Here Ω represents the quantum number for the projection of both two-body

rotational (j) and total (three-body) angular momentum (J) on the body-fixed

z axis. Hence, from equation 2.16 it is quite obvious that the initial WP contains

the preselected quantum state of the reagent molecule.

The term, Ĥnuc, present in equation 2.10 represents the nuclear Hamiltonian

operator of the reactive system. For a A + BC reaction represented in a body-

fixed Jacobi coordinate system, it is given by [3]

Ĥnuc = − ~2

2µR

∂2

∂R2
− ~2

2µr

∂2

∂r2
− ~2

2I

[
1

sin γ

∂

∂γ
sin γ

∂

∂γ
− j2

z

sin2γ

]
+

1

2µRR2

[
J2 − 2Jzjz

]
− 1

2µRR2
[J+j− + J−j+] + V̂ (R, r, γ). (2.20)

Out of the six terms in equation 2.20, the first five collectively represent the
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nuclear kinetic energy operator, T̂nuc, whereas V̂ (R, r, γ) describes the electronic

potential energy. The first two terms in equation 2.20 represent the radial ki-

netic energy operators (T̂radial) along R and r Jacobi coordinates, respectively.

Whereas, the third and fourth terms are the angular kinetic energy operators

T̂angular for the reagent diatom, AB, and the triatomic system, ABC. The fifth

term which includes a combination of raising and lowering operators (J± and

j±) represents the Coriolis interactions. The raising and lowering operators are

defined as J± = Jx ± iJy and j± = jx ± ijy, respectively. Furthermore, in equa-

tion 2.20, J represents the operator for the total angular momentum quantum

number. The other two quantities, µR

(
= wA(wB+wC)

(wA+wB+wC)

)
and µr

(
= wBwC

wB+wC

)
are

the three-body (A + BC) and reagent diatom (BC) reduced masses, respectively.

Here wA, wB and wC are the masses of A, B, and C atoms, respectively. Lastly,

I = µRµrR
2r2

µRR2+µrr2 , represents the moment of inertia of the collisional system.

The action of the kinetic (T̂nuc) and potential (V̂ ) energy parts on the WP

needs to be carried out separately in order to have a numerical solution of equa-

tion 2.10. The potential energy operator, is local in coordinate space and conse-

quently the action of the operator which includes V̂ on the wave packet is simply

multiplicative at each grid point, such as

V̂ (Qi)χ(Qi) = V (Qi)χ(Qi). (2.21)

Here in equation 2.21, Qi represents a particular nuclear coordinate. On the other

hand, the kinetic energy operator, T̂nuc is non-local in coordinate space and the

evaluation of the term, T̂nucχ(Q) is not simply multiplicative, rather it becomes a

key step in the dynamics study. Thus, the action of the operator containing T̂nuc

on the WP can be carried out by following a suitable collocation technique [4, 5]
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utilizing the concept of the discrete Hilbert space.

In a collocation method, a function is presented in two different representa-

tions. Firstly, a grid representation where the value of the function is known

at the grid points. On the other hand, in a basis set representation, at each

grid point continuous functions are approximated as a sum of finite basis func-

tions. These basis functions are connected with the function through expansion

coefficients at different grid points by the equation

χ(Qi) =
N−1∑
n=0

angn(Qi). (2.22)

In equation 2.22 an and N are the expansion coefficient of the nth basis function

gn and the size of the basis, respectively. This technique is utilized to evaluate

the action of non-local operators on the function such as

T̂radialχ(Q) =
~2k2

2µ
χ(Q) =

~2k2

2µ
ak. (2.23)

The Fourier method [4–7] is a special case of the collocation technique. In Fourier

transformation method, one can move back and forth between two reciprocal

Hilbert spaces. Position-momentum and time-energy are the examples of recip-

rocal spaces. Fourier method becomes very useful to evaluate the action of a

non-local operator on a function and it is utilized here for the operator involving

T̂radial. In this method, the function, χ(Q) is expressed as a sum of the orthogonal

plane wave basis functions.

χ(Q) ≈
N
2∑

k=−(N
2
−1)

akexp[i2πkQ/L] (2.24)
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Here ak is the coefficient in the expansion and it represents the amplitude of the

function in momentum space.

The fast Fourier transform (FFT) method is conveniently used in numerical

calculations rather than the use of simple Fourier transform method. The use

of FFT to evaluate the action of the kinetic energy part of the Hamiltonian was

introduced by Feit et al. [8] and Kosloff and Kosloff [6]. In this method, the

wave packet is transformed into momentum space by employing forward FFT,

followed by its multiplication with the operator in momentum space. In the

latter space, the operator involving the kinetic energy part is local. Finally the

evolved wave packet is transformed back to the coordinate space by inverse FFT.

The transformation of the wave packet between coordinate and momentum space

can be schematically represented as

FT [χ(Q)] = χ(k) =
1√
2π

∫ ∞
−∞

χ(Q)exp(−ikQ)dQ. (2.25)

and

FT−1[χ(k)] = χ(Q) =
1√
2π

∫ ∞
−∞

χ(k)exp(ikQ)dk. (2.26)

FT and FT−1 in equation 2.25 and 2.26 designates the forward and inverse FFT,

respectively.

The application of this method is limited to the functions which satisfy pe-

riodic boundary conditions and such transformation turns out to be exact for

band limited functions [6]. Functions following these conditions are localized in

the phase space box and the amplitude of the function is zero at the boundary

of the box. If the latter criteria is not fulfilled by the WP, with the progress of

time the WP reaches to the grid edges and introduces a spurious reflection which

results an interference between the outgoing and reflected components. But un-
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fortunately except semilocalized functions, others are not band limited and they

can not be confined both in momentum and coordinate space simultaneously.

However, multiplication of the wave packet with a suitable damping function at

grid edges helps to meet the boundary condition of the WP. The following sine

type damping function [9] is used at the grid edges to remove artificial reflection

at the boundaries.

f(X ′i) = sin

[
π

2

(X ′mask) + ∆X ′mask −X ′i
∆X ′mask

]
, X ′i ≥ X ′mask (2.27)

In this equation, X ′ represents a nuclear coordinate along which this function

is employed. Here X ′mask is the starting point of the damping function and

∆X ′mask = X ′max −X ′mask represents the width of the coordinate over which the

function is employed and its magnitude decays from 1 to 0. X ′max is the maximum

grid value of the coordinate. This kind of sine type damping function efficiently

reduces the amplitude of the function to zero at the grid edges and consequently

eliminates the spurious reflections as mentioned above.

Another important aspect of the FFT scheme is its efficient scaling property

[10]. The FFT method scales the problem as O(NlogN) where N is the number

of grid points. Such scaling makes this method highly suitable for larger problems

as the computational overhead rises slowly with the increase of the grid size.

This FFT method is incapable of evaluating the action of the portion of the

operator which involves the angular part (T̂angular) of kinetic energy. This inca-

pability arises due to the presence of the ( 1
sin2γ

) term in the operator which leads

to a singularity for angles γ= 0 and π. The situation can be tackled by using

another orthogonal collocation technique known as discrete variable representa-

tion (DVR) - finite basis representation (FBR) transformation. Specific basis
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functions and points along the grid are used in the DVR-FBR transformation

method [11, 12]. The DVR basis is composed of N discrete points, whereas the

FBR basis contains N square integrable functions which are appropriate to the

coordinates of DVR. Light and coworkers showed that in a DVR framework, the

collocation technique is more effective when some quadrature scheme relates the

two representations [13–15]. Furthermore, the use of orthogonal polynomial basis

functions corresponding to Gaussian quadrature was proposed by Haris et al. [11]

and Dickinson and Certain [12]. In this method, an orthogonal transformation

between the quadrature points and basis functions are carried out. For the cal-

culations reported in chapter 3 and 4, the nodes of a Gauss-Legendre quadrature

are considered as the grid points along the Jacobi angle, γ. This is followed as the

angular part of the kinetic energy operator is diagonal in the associated Legendre

polynomial basis set, PΩ
l (cosγ). If the function of the angular coordinate is repre-

sented as ψΩ
j (γ) and it is expanded in associated Legendre polynomial basis, the

action of the T̂angular (third and fourth term of the nuclear Hamiltonian shown in

equation 2.20) can be evaluated as [16]

T̂angularψ
Ω
j (γk) =

Nγ∑
l=1

Llk

(
~2

2I

)
ψΩ
j (γl) (2.28)

where, L = UΛUt, and Nγ is the number of angular grid points. Here Λ and

U are the diagonal and unitary matrices with the matrix elements Λl,l = l(l +

1) + J(J + 1) − 2Ω2 and UΩ
kl =

√
wkP̃

Ω
l (cosγk), respectively. The action of the

operator including Coriolis interactions (the fifth term of equation 2.20) can also

be evaluated similarly. But the procedure is not discussed here as coupled states

(CS) approximation [3, 17] is used in the state-selected dynamics studies. This

discussion is defered to section 2.3 where the methodology outlined for the state-
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to-states dynamics study.

The discussion so far on the action of different operators present in nuclear

Hamiltonian on the function can be considered as the prelude for following up the

time-evolution of the WP. Hence, in the next part of this section we discuss on the

methods to calculate the time-evolution of the wave packet over the underlying

PES. The exponential operator, present on the R. H. S. of equation 2.10 is known

as the time-evolution operator and it is denoted here as Û ′(t, t0). For t0 = 0, the

operator is given by

Û ′(t, t0) = exp(
−iĤnuct

~
). (2.29)

The total time of propagation, t is divided into a certain number of smaller

time steps of length ∆t and the time-evolution is carried out through Û ′(t) =

ΠNt−1
n=0 Û

′[(n+ 1)∆t, n∆t]. Here Nt is the total number of time steps used for the

entire propagation. It is reiterated here that the exponential operator, e−iĤnuct/~

contains the kinetic and potential energy operators and their action on the wave-

function must be treated separately. The kinetic energy operator (T̂nuc) is a

function of momentum, whereas, the potential energy operator (V̂ ) is a function

of position. Consequently, these two operators, T̂nuc and V̂ do not commute with

each other and due to this non-commutability an error is introduced when the

exponential operator is split simply in a straight forward manner as

exp

(
−iĤnuc∆t

~

)
= exp

(
−i(T̂nuc + V̂ )∆t

~

)

= exp

(
−iT̂nuc∆t

~

)
× exp

(
−iV̂∆t

~

)
+ O(∆t) (2.30)

In equation 2.30 the last term on the R. H. S., O(∆t) represents the error and
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it is of the first order in time. Hence the exponential operator must be approx-

imated appropriately which can efficiently reduce this error. The operator is

approximated in various ways in literature such as the second-order differencing

(SOD) scheme [18], the split operator (SO) method [19], the chebyshev polyno-

mial scheme [20] and the short iterative Lanczos (SIL) scheme [21]. Among all

these procedures, the SO method is employed for the work presented in chapter

3 and chapter 4 and hence this method is discussed in detail in the next section.

2.2.1 Split operator (SO) method

In this method, the kinetic energy part of the exponential operator present in

equation 2.10 is symmetrically split around the potential energy part as

e−iĤnuc∆t/~ = e−iT̂nuc∆t/2~e−iV̂∆t/~e−iT̂nuc∆t/2~ +O(∆t3). (2.31)

Due to the symmetrical splitting, the error due to the non-commutability of T̂nuc

and V̂ becomes ∆t3 [19]. Hence, the time evolution of the wave packet is done

by the relation,

χ(Q, t+ ∆t) = e−iT̂nuc∆t/2~e−iV̂∆t/~e−iT̂nuc∆t/2~χ(Q, t). (2.32)

Such split operator scheme shown in equation 2.31 and 2.32 is known as the

potential-referenced split operator scheme. In this scheme, the action of the ki-

netic energy part of the operator is carried out twice. An equivalent scheme,

known as the kinetic-referenced split operator scheme is also possible and fre-

quently used in dynamics calculations. In the latter scheme, the potential energy

part of the operator is split symmetrically into two parts keeping the kinetic
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energy part sandwitched in between. It is to be mention here that the kinetic-

referenced and potential-referenced schemes produce same results. The kinetic-

referenced scheme is quite advantageous as the computationally expensive non-

local kinetic energy operator part is evaluated only once. The kinetic energy part

is further split symmetrically for the state-selected dynamics study reported in

this thesis and hence finally the time evolution of the wave packet is done by the

following relation,

χ(Q, t+ ∆t) = e−iV̂∆t/2~e−iT̂nuc,R∆t/2~e−iT̂nuc,r∆t/2~e−iT̂nuc,γ∆t/~

e−iT̂nuc,r∆t/2~e−iT̂nuc,R∆t/2~e−iV̂∆t/2~χ(Q, t) +O(∆t3).(2.33)

In equation 2.33, T̂nuc,R, T̂nuc,r and T̂nuc,γ are the nuclear kinetic energy operators

along R, r and γ Jacobi coordinates. The action of each exponential operator

present in equation 2.33 is evaluated in a local representation as discussed earlier.

Hence, for the second, third, fifth and sixth operators from the left of the R. H. S.

of equation 2.33, the wave packet was transformed in momentum space by forward

Fourier transformation followed by multiplication with corresponding operator in

momentum space and finally the operated wave packet was taken back to the

coordinate space by inverse Fourier transformation. The action of the exponential

operator involving T̂nuc,γ is carried out by DVR-FBR transformation. The effect

of the operators present at the two terminals involving V̂ term is carried out by

simple multiplication. Finally, it should be mentioned that the operator remains

linear and unitary and thus the norm is always conserved. Furthermore, to obtain

accurate results a restriction over the length of the time step is imposed by the

following relation and an optimum time step, ∆t has been selected depending
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upon the maximum potential energy value on the grid [8, 22].

∆t <
π

3∆Vmax
,∆Vmax = Vmax − Vmin (2.34)

In the above equation, Vmax and Vmin are maximum and minimum values of the

potential and hence ∆Vmax is the difference between them.

2.2.2 Analysis of the propagated wave packet, calculation

of probabilities and integral reaction cross sections

At each time step the propagated wave packet is analyzed at a dividing surface

which separates the products from reactants and the flux operator approach de-

veloped by Neuhauser et al. [23] is used for the calculation of initial state-selected

total reaction probabilities and integral cross sections (ICSs). The latter approach

allows the entire dynamics calculation to be carried out solely on reagent Jacobi

coordinate system. Initial state-selected and energy resolved total reaction prob-

abilities are calculated from the expectation value of the flux operator [23–25],

F̂ = − i~
2µ

[ ∂
∂r
δ(r − rd) + δ(r − rd) ∂

∂r
] at the dividing surface kept at r = rd as

PR
i (E) = 〈χ′(R, rd, γ, E)|F̂ |χ′(R, rd, γ, E)〉

=
~
µr
Im

[
〈χ′(R, rd, γ, E)|∂χ

′(R, rd, γ, E)

∂r

]
|r = rd. (2.35)

Integration over R and γ coordinates are carried out on the R. H. S of equation

2.35. The energy-normalized and time-independent function, |χ′(R, rd, γ, E)〉 is

calculated at the dividing surface as

|χ′(R, rd, γ, E)〉 = |χ(R, rd, γ, E)〉/κE. (2.36)
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The function, |χ(R, rd, γ, E)〉 present at the numerator on the R. H. S. of equation

2.36 is obtained through Fourier transformation of the time-evolved wave packet

at the dividing surface as

|χ(R, rd, γ, E)〉 =
1√
2π

∫ ∞
−∞

eiEt/~|χ(R, rd, γ, t)〉dt. (2.37)

On the other hand, the term κE present at the denominator of equation 2.36

is the weight of the translational energy component of the initial WP and it is

calculated by the relation,

κE =

(
µR

2π~|k|

)1/2 ∫ ∞
−∞

F (R)ei|k|RdR. (2.38)

In equation 2.38, |k| =
√

2µR(E − ε′vj)/~ and ε′vj represents the ro-vibrational

energy of the reagent diatom. It is to be noted here that the reaction proba-

bilities of the two possible product channels are approximately distinguished by

comparing the internuclear distances of the product diatoms.

Energy resolved total reaction probabilities calculated by equation 2.35 de-

pend on the two quantum numbers, J and Ω. It is reiterated here that J repre-

sents the total angular momentum, whereas Ω is the projection of J and j. Initial

state-selected and energy resolved total ICSs are calculated by summing up the

probabilities over these two quantum numbers at a given energy, E.

σvj(E) =
π

|k|2
j∑

Ω=0

gΩ

(2j + 1)

Jmax∑
J≥Ω

(2J + 1)P JΩ
vj (E). (2.39)
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2.3 Methodology for state-to-state study

The entire methodology for carrying out the state-to-state dynamics study of the

C + OH reaction on its excited states and the benchmark H-exchange reaction

on its degenerate electronic state reported in chapter 5 and chapter 6 of this

thesis is discussed in detail in three following sections here. The first section

describes the calculation of time-dependent coefficients followed by the discussion

about the generation of energy resolved S -matrix elements in the second section.

Finally, the procedure used for the calculation of probabilities and cross sections

is discussed in the third section. But before going to the details of theory, let

us first have the basic iterative equation(s) used for the propagation of the WP.

It is noted here that the basic theory employed behind the algorithm used for

the state-to-state study is the real wave packet methodology of Gray and Balint-

Kurti [26].

Following equation 2.10, it can be written as

χ(Q, t+ τ) = e−iĤnucτ/~χ(Q, t). (2.40)

Here τ is discrete time step and χ(Q, t) represents the nuclear wave function.

If its backward counterpart is considered and consequently τ is replaced by −τ ,

equation 2.40 is reduced to

χ(Q, t− τ) = eiĤnucτ/~χ(Q, t). (2.41)
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The addition of equation 2.40 and 2.41 gives rise to

χ(Q, t+ τ) + χ(Q, t− τ) =
[
e−iĤnucτ/~ + eiĤnucτ/~

]
χ(Q, t)

= 2cos

(
Ĥnucτ

~

)
χ(Q, t). (2.42)

Hence

χ(Q, t+ τ) = −χ(Q, t− τ) + 2cos(
Ĥnucτ

~
)χ(Q, t). (2.43)

Similarly, subtraction of equation 2.41 from equation 2.40 results

χ(Q, t+ τ) = χ(Q, t− τ)− 2isin(
Ĥnucτ

~
)χ(Q, t). (2.44)

Equation 2.43 and equation 2.44 are equivalent to the Schrödinger equation and

each iteration requires the information of two previous time steps [27]. But equa-

tion 2.43 involving cosine iteration does not contain i and hence the real and

imaginary part of χ can be propagated independently of each other. If q′ and p′

are real valued functions and they are defined as follows,

q′(Q, t) = Re[χ(Q, t)]

p′(Q, t) = Im[χ(Q, t)]
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then equation 2.43 can be rewritten as

q′(Q, t+ τ) + ip′(Q, t+ τ) = −[q′(Q, t− τ) + ip′(Q, t− τ)]

+ 2cos(
Ĥnucτ

~
)[q′(Q, t) + ip′(Q, t)]

= −q′(Q, t− τ) + 2cos(
Ĥnucτ

~
)q′(Q, t)

+ i[−p′(Q, t− τ) + 2cos(
Ĥnucτ

~
)p′(Q, t)](2.45)

Comparing real and imaginary parts on the right hand and left hand side of

equation 2.45 we obtain

q′(Q, t+ τ) = −q′(Q, t− τ) + 2cos(
Ĥnucτ

~
)q′(Q, t) (2.46)

and

p′(Q, t+ τ) = −p′(Q, t− τ) + 2cos(
Ĥnucτ

~
)p′(Q, t). (2.47)

It is reiterated here that each iteration of equation 2.46 requires the wavefunction

of two previous iteration steps and hence this equation can not evaluate the wave

function at the initial step. The equation to obtain the wave function at the

initial time step can be derived from equation 2.40 as follows

χ(Q, τ) = [cos(
Ĥnucτ

~
)− isin(

Ĥnucτ

~
)]χ(Q, 0)

q′(Q, τ) + ip′(Q, τ) = [cos(
Ĥnucτ

~
)− isin(

Ĥnucτ

~
)](q′(Q, 0) + ip′(Q, 0))

= cos(
Ĥnucτ

~
)q′(Q, 0) + icos(

Ĥnucτ

~
)p′(Q, 0)

− isin(
Ĥnucτ

~
)q′(Q, 0) + sin(

Ĥnucτ

~
)p′(Q, 0) (2.48)
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Once again by comparing the real parts on both sides of the equation, we get

q′(Q, τ) = cos(
Ĥnucτ

~
)q′(Q, 0) + sin(

Ĥnucτ

~
)p′(Q, 0). (2.49)

Hence, once the wavefunction at an initial time step is known by equation 2.49,

further time evolution can be carried out by equation 2.46. At this point of

discussion it is to be mentioned that the algorithm coded in the DIFFREALWAVE

code of Hankel et al. [28,29] is adapted with structural modification in the present

applications.

2.3.1 Calculation of time-dependent coefficients

Body-fixed product Jacobi coordinate system defined by Rc (the distance between

C atom to the center of mass of AB diatom), rc (AB diatom internuclear distance)

and γc (the angle generated by C atom, center of mass of AB diatom and B atom)

is used here and this is schematically shown in Figure 2.2. For the numerical

solution of iterative equation, discrete grid points are generated along Rc, rc

and γc followed by the construction of potential energy matrix at these points.

Each set of product Jacobi coordinate corresponds to an unique set of internal

coordinate and the transformation between them is carried out by following three

equations.

rbc =

√
R2
c + (

wA
wA + wB

)2r2
c − 2(

wA
wA + wB

)rcRccosγc,

rac =

√
R2
c + (

wB
wA + wB

)2r2
c + 2(

wB
wA + wB

)rcRccosγc
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and

rab = rc

In these equations rbc, rac and rab are the internuclear distances (see Figure 2.2),

whereas, wA and wB represent the masses of A and B atoms. Such transformation

is required as the PES is constructed as a function of internal coordinates. The

potential energy matrix is one of the four large matrices to be formed and stored

in each processor during calculation. It is noted here that unlike the methodology

followed for the state-selected study described in the previous section, a single

calculation following present algorithm provides the state-to-state dynamical at-

tributes of only one product channel (AB + C or AC + B) at a time out of the

two possibilities and the channel is selected by the sequence of the nuclear masses.

Thus, separate calculations are required for different product channels.

The ro-vibrational energies of the product diatom (AB) are calculated at the

product asymptote by solving the eigenvalue equation,

[
− 1

2µABr

∂2

∂r2
c

+ VAB(rc) +
j(j + 1)

2µABr r2
c

]
φABv′j′(rc) = εABv′j′φ

AB
v′j′(rc) (2.50)

In the above equation µABr , φABv′j′ and εABv′j′ represent the reduced mass, ro-vibrational

wavefunction and energy of the product diatom, respectively. The diatomic po-

tential, VAB(rc) is calculated at Rc → ∞ and Colbert-Miller representation of

kinetic energy matrix [2] is used for the solution of equation 2.50. Like all

other dynamics calculations, the interaction potential is set to zero at the equi-

librium minimum of reagent diatom and hence a knowledge about the endoer-

gicity/exoergicity of the A + BC → AB + C reaction is obtained from VAB(rc).

Furthermore, a preliminary idea about the number of rotational and vibrational
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levels of the product diatom required is gained from the solution of equation 2.50

as the dissociation energy of the diatom is known from VAB(rc).

The ro-vibrational wave functions and energies of product diatom are calcu-

lated once again at the analysis line, Rc = R∞ by solving equation 2.50. The

diatomic potential, VAB(rc) is obtained by averaging the potential over the angu-

lar grid, γc calculated at Rc = R∞. The wave functions, φABv′j′ are stored for the

calculation of state-to-state time-dependent coefficients at a latter stage.

An analogous eigenvalue equation like equation 2.50 is solved to obtain ro-

vibrational energies and wave functions of the reagent diatom, BC at Ra → ∞

(at the reagent asymptote) and at Ra = R0. Calculated energies and wave

functions correspond to the initial state of the reagent diatom and Ra represents

the scattering coordinate of reagent Jacobi coordinate system here. The ro-

vibrational energy obtained at reagent asymptote is required to construct the

energy grid during the calculation of energy resolved S -matrix elements. On the

other hand, the wave function, φBCvj (ra) calculated at Ra = R0 is stored for the

construction of initial WP. Here ra is the internuclear distance of BC diatom and

the reagent Jacobi coordinate system used is similar to Figure 2.1 except the

Jacobi angle. Unlike Figure 2.1, the Jacobi angle, γa is considered to be the angle

among A-atom, center of mass of BC diatom and C atom.

2.3.1.1 Construction of initial WP

Solution of the Schrödinger equation is an initial value problem and the initial

WP bears the characteristic of reagent diatom. Hence the initial WP must be

pertinent to reagent asymptote. Each set of product Jacobi coordinate (Rc, rc and

γc) corresponds to an unique set of reagent Jacobi coordinate (Ra, ra and γa). The

Cartesian coordinates of the three nuclei are initially found from product Jacobi
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coordinates by setting the origin at the center-of-mass (CM) of AB diatom and

A and B atoms at the negative and positive sides of the abscissa, respectively.

The CM of BC diatom is further evaluated from the Cartesian coordinates of

B and C atoms. The coordinates of the CM of BC diatom and A atom allow

to calculate Ra, whereas ra is evaluated from the coordinates of B and C atoms,

respectively. Finally, the Jacobi angle, γa is calculated by using the parallelogram

law. Furthermore, β (the angle between Ra and Rc) is also calculated here. The

initial WP is then formed at the reagent asymptote (Ra = R0) by the relation [28],

q′jΩ(Ra, ra, γa, t = 0) =
sin[α(Ra −R0)]

Ra −R0

cos[(k0)(Ra −R0)]

× e−βs(Ra−R0)2

φBCvj (ra)P
Ω
j (cosγa) (2.51)

In the above equation, sin[α(Ra−R0)]
Ra−R0

cos[(k0)(Ra − R0)]e−βs(Ra−R0)2
represents the

real part of a sinc WP [30]. Here α and βs are related to the width and smoothness

of energy distribution of the WP, respectively, whereas, k0 defines the initial

momentum of the WP. φBCvj (ra) corresponds to the ro-vibrational wavefunction of

reagent diatom at its jth rotational and vth vibrational level which is obtained by

linear interpolation of the latter at ra calculated earlier at different grid values.

Finally, PΩ
j (cosγa) is the normalized associated Legendre polynomial at γa in

which Ω represents the projection of J on the body-fixed z-component of reagent

Jacobi coordinate system. The WP involving the real valued imaginary part of

the sinc WP is

p′jΩ(Ra, ra, γa, t = 0) = −sin[α(Ra −R0)]

Ra −R0

sin[(k0)(Ra −R0)]

× e−βs(Ra−R0)2

φBCvj (ra)P
Ω
j (cosγa) (2.52)
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The wave packets generated at reagent Jacobi coordinate by equation 2.51 and

equation 2.52 are immediately transformed into product Jacobi coordinates by

the following relations [28] before the propagation starts.

q′JΩ′(Rc, rc, γc, t = 0) = N
√
w′cq

′jΩ(Ra, ra, γa, t = 0)

× Rcrc
Rara

dJΩΩ′(β) (2.53)

and

p′JΩ′(Rc, rc, γc, t = 0) = N
√
w′cp

′jΩ(Ra, ra, γa, t = 0)

× Rcrc
Rara

dJΩΩ′(β) (2.54)

In the above two equations, N and dJΩΩ′(β) represent the normalization constant

and the reduced Wigner matrix [31,32]. Care must be taken regarding the choice

of R0 (center of the initial WP in reagent Jacobi coordinate) and the starting

point of the absorption range along rc (rabsc ). The latter must be chosen to be

sufficiently large so that after the transformation, the WP must not reside beyond

rabsc [29].
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2.3.1.2 Action of Hamiltonian operator on the WP

The action of the Hamiltonian operator (Ĥnuc expressed in atomic units here) on

the real wave packet characterized by J and Ω′ is given by [28,33]

Ĥnucq
′JΩ′(Qc, t) =

[
− 1

2µABCR

∂2

∂R2
c

− 1

2µABr

∂2

∂r2
c

]
q′JΩ′(Qc, t)

−
(

1

2µABCR R2
c

+
1

2µABr r2
c

)[
1

sinγc

∂

∂γc
sinγc

∂

∂γc
− Ω′2

sin2γc

]
q′JΩ′(Qc, t)

+ V̂ (Qc)q
′JΩ′(Qc, t) +

(
1

2µABCR R2
c

)
(J(J + 1)− 2Ω′2)q′JΩ′(Qc, t)

− C+
JΩ′

2µABCR R2
c

[
∂

∂γc
− Ω′cotγc

]
q′J(Ω′+1)(Qc, t)

− C−JΩ′

2µABCR R2
c

[
− ∂

∂γc
− Ω′cotγc

]
q′J(Ω′−1)(Qc, t), (2.55)

where C±JΩ′ =
√

[J(J + 1)− Ω′(Ω′ ± 1)]. Here J represents the quantum number

for total angular momentum, whereas, Ω′ is the projection of J on the body-

fixed z-axis of product Jacobi coordinate system. In equation 2.55, µABCR (=

wC(wA + wB)/(wA + wB + wC)) and µABr (= (wAwB)/(wA + wB)) represent the

three body and product diatom reduced masses, respectively. Furthermore, Qc

collectively represents the product Jacobi coordinates for the nuclei.

From equation 2.55 it is seen that the action of Hamiltonian involves only a

particular value of J and hence calculations can be done separately for each value

of it. In contrast, the centrifugal or Coriolis coupling terms present in nuclear

Hamiltonian (see the last two operators present on the R. H. S. of equation 2.55)

lead to the mixing of the WP, q′JΩ′ with others corresponding to different Ω′.

Thus, Ω′ does not behave as a good quantum number from the calculation point

of view. The calculation of cross sections requires the dynamics study of many J

values and depending on the parity, for each J , either (J + 1) or J numbers of Ω′
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must be involved. In the present approach, dynamics study for higher values of J

are made possible by parallelizing the calculations over Ω′ on different processors.

Such approach of parallelization bears similarity with the procedure followed by

Goldfield and Gray [34]. Calculations for each combination of J and Ω′ are

assigned to different processors and only neighboring processors are required to

communicate among themselves.

It is worth mentioning here the basic technicalities followed to carry out the

action of the Hamiltonian operator on the wave packet , Ĥnucq
′JΩ′ (cf. Eq. 2.55),

and hence they are outlined below [29].

a) For radial kinetic energy operator along Rc, − 1
2µABCR

∂2

∂R2
c

: The wave

packet is transformed to the momentum space by Fourier transformation fol-

lowed by its multiplication with kinetic energy ( k2

2µABCR
) in momentum space and

finally it is back transformed to the coordinate space.

b) For radial kinetic energy operator along rc, − 1
2µABr

∂2

∂r2
c

: Fourier transfor-

mation is done in rc followed by the multiplication of the wave packet in momen-

tum space by the kinetic energy ( k2

2µABr
). Finally the wave packet is transformed

back to the coordinate space by inverse Fourier transformation.

c) For potential energy operator, V̂ : As the potential energy is local in co-

ordinate space its effect on the wave packet in simply multiplicative, V̂ (Qc)q
′JΩ′ .

d) For the angular kinetic energy operator associated with Rc,

(− 1
2µABCR R2

c
)
[

1
sinγc

∂
∂γc
sinγc

∂
∂γc
− Ω′2

sin2γc

]
+ ( 1

2µABCR R2
c
)(J(J + 1)− 2Ω′2) :

Calculation of (j′(j′ + 1) + (J(J + 1)− 2Ω′2))/(2µABCR R2
c) followed by the trans-

formation to grid representation by the transformation matrix for Ω′ and multi-

plication with the WP, q′JΩ′ .

e) For the angular kinetic energy operator associated with rc,

− 1
2µABr r2

c

[
1

sinγc
∂
∂γc
sinγc

∂
∂γc
− Ω′2

sin2γc

]
:
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Calculation of (j′(j′ + 1))/(2µABr r2
c ) followed by the transformation to grid rep-

resentation by the transformation matrix for Ω′ and multiplication with the WP,

q′JΩ′ .

f) For the Coriolis coupling term associated with (Ω′+1) quantum num-

ber, − C+
JΩ′

2µABCR R2
c

[
∂
∂γc
− Ω′cotγc

]
:

Calculation of [(
√
J(J + 1)− Ω′(Ω′ + 1))(

√
j(j + 1)− Ω′(Ω′ + 1))]/(2µABCR R2

c) fol-

lowed by the transformation to the grid representation by using the transforma-

tion matrix for (Ω′ + 1) and multiplication with the WP, q′J(Ω′+1).

g) For the Coriolis coupling term associated with (Ω′−1) quantum num-

ber, − C−
JΩ′

2µABCR R2
c

[
− ∂
∂γc
− Ω′cotγc

]
:

Calculation of [(
√
J(J + 1)− Ω′(Ω′ − 1))(

√
j(j + 1)− Ω′(Ω′ − 1))]/(2µABCR R2

c) fol-

lowed by the transformation to the grid representation by using the transforma-

tion matrix for (Ω′ − 1) and multiplication with the WP, q′J(Ω′−1).

For the evaluation of the angular kinetic energy operators and Coriolis cou-

pling terms, the wave packet is expanded in a set of basis of associated Legendre

polynomials, PΩ′

j′ (cosγc). Same grid points for γc are considered for wave pack-

ets of different Ω′ value [16, 35] and these correspond to the associated Legendre

quadrature points for Ω′=0. It is obvious from above discussion that for the

evaluation of the action of angular kinetic energy operators and Coriolis inter-

actions, transformation of the WP to the basis set representation is required.

Furthermore, transformation matrices are different for each Ω′ value and hence

the processor following the evaluation of the WP, q′JΩ′ needs to store matrices for

Ω′, Ω′ + 1 and Ω′ − 1. It is worthwhile to mention here that limiting of Coriolis

coupling potential is also taken care off [28] in present calculations.
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2.3.1.3 Recursion relation for the propagation of the wave packet

Let us define a function of the Hamiltonian operator as [26]

f(Ĥnuc) = −~
τ
cos−1(Ĥnuc,s). (2.56)

Here Ĥnuc,s(= a′sĤnuc + b′s) represents a scaled and shifted Hamiltonian whose

eigenvalues lie between -1 and +1. If Emin and Emax represent the lower and

upper bound of Ĥnuc spectrum, a′s and b′s terms are defined as follows

a′s =
2

(Emax − Emin)

b′s = −1− a′sEmin.

Ĥnuc,s turns out to be the same scaled and shifted Hamiltonian as that is used

in the Chebyshev polynomial scheme [20]. With the choice of this function (see

equation 2.56) equation 2.46 can be rewritten as

q′JΩ′(Qc, t+ τ) = −q′JΩ′(Qc, t− τ) + 2Ĥnuc,sq
′JΩ′(Qc, t). (2.57)

On the other hand, the equation to find the WP at the initial time step can be

derived from equation 2.49 and 2.56 as

q′JΩ′(Qc, τ) = Ĥnuc,sq
′JΩ′(Qc, 0)−

√
1− Ĥ2

nuc,sp
′JΩ′(Qc, 0). (2.58)

Thus, equation 2.57 and 2.58 are the two principal equations used for the prop-

agation of the WP in the state-to-states dynamics study described in chapter 5

and 6. Furthermore, in equation 2.58, the evaluation of the square root operator
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is carried out by expanding this by Chebyshev polynomials as

√
1− Ĥ2

nuc,s =
∑
n

β′nT
′
n(Ĥnuc,s), (2.59)

where β′n and T ′n are the expansion coefficients and Chebyshev polynomials of

order n, respectively. It is worth mentioning here that at each time step, the

action of the scaled Hamiltonian, Ĥnuc,s on the WP is carried out by following

the technicalities described previously in section 2.3.1.2 and the functional form

of the absorption function used at grid boundaries to avoid spurious reflections

from there is [28]

A(x′) = exp[−cabsexp(−2(x′max − x′abs)/(x′ − x′abs))], (2.60)

where cabs and x′abs are the strength and starting point of absorption, respectively.

The absorption is effective for x′ > x′abs and the value of the function, A=1

elsewhere. In the above equation x′ represents either Rc or rc here.

2.3.1.4 Analysis of the propagated WP and calculation of time-dependent

coefficients

To analyze the propagated WP at every iteration step, an analysis line is placed

at the product asymptote, Rc = R∞ which yields q′JΩ′(Rc = R∞, rc, γc, t). The

latter is expanded in terms of the ro-vibrational eigenfunctions of the product

diatom, φABv′j′(rc, γc) with time-dependent coefficients CJ
v,j,Ω→v′,j′,Ω′(t) as [28]

q′JΩ′(Rc = R∞, rc, γc, t) =
∑
v′,j′

CJ
v,j,Ω→v′,j′,Ω′(t)φ

AB
v′j′(rc, γc) (2.61)
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In this equation, v and j are the vibrational and rotational states of reagent

diatom, whereas, v′ and j′ represent the same for the product diatom. Hence,

the expression for the coefficients can be written from equation 2.61 as

CJ
v,j,Ω→v′,j′,Ω′(t) =

∫
φ∗ABv′j′ (rc, γc)q

′JΩ′(Rc = R∞, rc, γc, t)drcsin(γc)dγc. (2.62)

It is mentioned here that in all results presented in chapter 5 and chapter 6,

j = Ω = 0 is considered. Finally, after every iteration step, the time-dependent

coefficients calculated in different processors by employing equation 2.62 are

stored inside a common file in a sequential way which is used latter to calcu-

late energy resolved S-matrix elements.

2.3.2 Calculation of energy resolved S -matrix elements

The energy resolved S -matrix is a fundamental quantity to be evaluated in a

state-to-state scattering calculation. The elements of it represent the amplitudes

for the beginning from some initial state, i and ending to a final state, f at a

fixed energy [36]. The time-dependent coefficients calculated by equation 2.62

are Fourier transformed to obtain energy-dependent coefficients, AJv,j,Ω→v′,j′,Ω′(E)

as [28]

AJv,j,Ω→v′,j′,Ω′(E) =
1

2π

∫ ∞
0

exp(
iEt

~
)CJ

v,j,Ω→v′,j′,Ω′(t)dt. (2.63)

Though these coefficients are proportional to the BF S -matrix elements [37–

39], the latter are not directly calculated from AJv,j,Ω→v′,j′Ω′(E). The long range

Coriolis coupling terms present in a BF coordinate system prevent the calculation

of S -matrix elements correctly for J >0 and hence the latter should be initially

calculated in a space-fixed (SF) reference frame [40]. To this effort, the energy-

dependent coefficients calculated in equation 2.63 are transformed from BF to SF
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reference frame by the relation [28],

AJv,j,l→v′,j′,l′(E) =

min(j′,J)∑
Ω′Ω

T JlΩA
J
v,j,Ω→v′,j′,Ω′(E)T Jl′Ω′ . (2.64)

In this equation, T Jl′Ω′ and T JlΩ are the elements of Tc and Ta transformation ma-

trices for products and reagents, respectively. It is worth mentioning here that

for j = Ω = 0 which is considered in the calculations presented in this thesis, the

Ta can be excluded. The other transformation matrix, Tc with the elements T Jl′Ω′

diagonalizes the tri-diagonal Coriolis coupling matrix, TCC . The diagonal and

off-diagonal elements of TCC (expressed in atomic units) are
(

1
2µABCR R2

c

)
[J(J+1)+

j′(j′+1)−2Ω2] and−
(

1
2µABCR R2

c

)
[
√
J(J + 1)− Ω′(Ω′ + 1)

√
j(j + 1)− Ω′(Ω′ + 1)],

respectively. Now the S -matrix elements in a SF frame are calculated by using

the energy-dependent coefficients obtained from equation 2.64 as

SJv,j,l→v′,j′,l′(E) = − ~2a′s√
1− (a′sE + b′s)

2

√
kpv′j′k

r
vj

µABCR µR

×
2AJv,j,l→v′,j′,l′(E)

ḡ(krvj)
e
−i(kp

v′j′R∞+δη′
v′j′l′+δη

′
vjl). (2.65)

In this equation, a′s and b′s are the parameters used to scale the Hamiltonian,

whereas, krvj(=
√

2µR(E − ε′vj)/~2) and kpv′j′(=
√

2µABCR (E − εABv′j′)/~2) represent

the wave vector components with the reagent and product channels, respectively.

Furthermore, ḡ(krvj) is the Fourier transformation of the initial WP in the mo-

mentum space and finally, δη′v′j′l′ and δη′vjl are used for the phase adjustment of
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S -matrix and these are expressed as

δη′vjl = −
√

2µR(E − ε′vj)R2
0 − J(J + 1)

+
√
J(J + 1)sin−1

(
−

√
J(J + 1)

2µR(E − ε′vj)R2
0

)
+

√
2µR(E − ε′vj)R0 (2.66)

and

δη′v′j′l′ = −
√

2µABCR (E − εABv′j′)R2
∞ − l′(l′ + 1)

+
√
l′(l′ + 1)sin−1

(√
l′(l′ + 1)

2µABCR (E − εABv′j′)R2
∞

)
+

√
2µABCR (E − εABv′j′)R∞. (2.67)

On the R. H. S. of equation 2.66, l has been replaced by J as j=0 is considered.

The other terms used in these two equations are defined previously in this chapter.

Finally the S -matrix elements calculated in the SF frame (see equation 2.65) are

transformed back to the BF basis by an inverse transformation using the same

matrices Tc and Ta as [28]

SJv,j,Ω→v′,j′,Ω′(E) =
∑
l′l

T JΩlS
J
v,j,l→v′,j′,l′(E)T JΩ′l′ . (2.68)

Here it is noted that T JΩ′l′ and T JΩl represent the elements of (Tc)T and (Ta)T,

respectively.
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2.3.3 Calculation of probabilities and cross sections

The square of the modulus of state-to-state S -matrix elements produces energy

resolved state-to-state reaction probabilities as

Pv,j,Ω→v′,j′,Ω′(E) = |SJv,j,Ω→v′,j′,Ω′(E)|2. (2.69)

Total reaction probabilities are calculated by the relation

P J
v,j,Ω(E) =

∑
v′j′Ω′

P J
v,j,Ω→v′,j′,Ω′(E), (2.70)

whereas, product vibrational level resolved reaction probabilities are obtained by

a sum over j′ and Ω′ as

P J
v,j,Ω→v′(E) =

∑
j′Ω′

P J
v,j,Ω→v′,j′,Ω′(E). (2.71)

Furthermore, for a selected value of v′, product rotational level resolved proba-

bilities are obtained by summing the state-to-state probabilities, Pv,j,Ω→v′,j′,Ω′(E)

over Ω′.

State-to-state DCSs, σ′v,j→v′,j′(E, θ), are calculated from S -matrix elements

by considering all partial wave contributions of J as

σ′v,j→v′j′(E, θ) =
1

2j + 1

∑
ΩΩ′

1

4(krvj)
2
|
∑
J

(2J + 1)SJv,j,Ω→v′,j′,Ω′(E)dJΩΩ′(π − θ)|2.

(2.72)

Here θ is the scattering angle and this equation is obtained by the usual replace-

ment, θ → π− θ on the R. H. S. of the equation for DCS as shown by Zhang and

Miller (cf. equation 2.22b of Ref. [41]). Scattering of the product at θ=1800 and
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θ=00 correspond to backward and forward scattering, respectively. State-to-state

ICSs are further calculated by integrating corresponding DCSs over all angles as

σv,j→v′,j′(E) =

∫ 2π

0

dφ

∫ π

0

σ′v,j→v′,j′(E, θ)sin(θ)dθ

= 2π

∫ π

0

σ′v,j→v′,j′(E, θ)sin(θ)dθ. (2.73)

At this point, it is worthwhile to mention here that as only the real part of the

WP is majorly involed in the calculation, the memory requirement is very less

here which becomes advantageous for the dynamics study of insertion type of

reactions where large number of grid points are needed. On the other hand, a

huge number of processors are needed to work simultaneously for larger values

of J as the calculations are parallelized over Ω′. For example, for the dynamics

calculation of J=50, 51 processors are required simultaneously and this aspect of

the method is a bottleneck at present.



2.3. Methodology for state-to-state study 85

C

A
B

r
c

R
c

γ
c

D
r
a
b

r
b
c

r
a
c

F
ig
u
re

2
.2
:

S
ch

em
at

ic
re

p
re

se
n
ta

ti
on

o
f

th
e

b
o
d

y
-fi

x
ed

p
ro

d
u

ct
J
ac

ob
i

co
or

d
in

at
e

sy
st

em
u

se
d

fo
r

th
e

st
at

e-
to

-s
ta

te
d

y
n

a
m

ic
s

st
u

d
y.

S
ee

te
x
t

fo
r

d
et

a
il

s.



2.4. Procedure for the construction of MEP 86

2.4 Procedure for the construction of MEP

The methodologies and mathematical details followed for the construction of

minimum energy paths (MEPs) for the S + OH → SO + H and C + OH → CO

+ H reactions presented in chapter 3 and chapter 4 are outlined in this section.

MEPs are generated for different approach angles of the attacking atom. Let

us look back to Figure 2.1 and consider rab = r1(bond distance correspond to

product diatom), rbc = r2(bond distance correspond to reagent diatom), rac = r3,

∠DAB = α, ∠ABD = β. Moreover, γ = ∠ADB represents the approach angle

of the attacking atom. The calculation starts with the generation of identical

grid points along r1 and r2. The potential energy of HCO and HSO reactive

systems on second excited and electronic ground states, respectively, is function of

internuclear distances and hence the value of r3 is required to obtain the potential

energy. The latter is calculated by the following relations.

rBD =
wC

(wB + wC)
r2,

where rBD is the distance between B atom and the center of mass of BC diatom,

D (see Figure 2.1), whereas, wB and wC represent the masses of B and C atoms,

respectively. By using the law of sines for ADB triangle, it can be written that

α = sin−1[
rBDsinγ

r1

].

Hence, the value of angle β is π− (α+ γ) and by using the law of sines for ADB

triangle once again it is obtained that

R =
r1sinβ

sinγ
.
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Hence the values of the set of Jacobi coordinate are known and r3 is calculated

by the relation,

r3 =

√
R2 + (

wB
wB + wC

)2r2
2 + 2(

wB
wB + wC

)r2Rcosγ.

finally, by using all internuclear distances the potential energies for each set of

r1 and r2 values are calculated and stored inside a two dimensional array. The

reaction coordinate is chosen as r1-r2 and a particular value of the latter can be

obtained by many combinations of r1(i)−r2(j), where i and j represent the index

for grid points. For n grid points along r1 and r2 coordinates, the minimum value

of the potential energy is chosen from all such combinations of 2n number of r1-r2

arrangements and they are plotted against the latter. Furthermore, by definition

(r1 − r2) >>0 and (r1 − r2) <<0 represent the reagent and product channels,

respectively.
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Chapter 3

Time-dependent quantum wave

packet dynamics of the S + OH

reaction on its electronic ground

potential energy surface

3.1 Introduction

Initial state-selected dynamics study of the exoergic, S(3P) + OH (X2Π, v=0-5,

j=0-3) → SO (X3Σ−,Σv′,Σj′) + H (2S), reaction on the electronic ground PES

(X̃2A′′) [1] of HSO reactive system, calculated by the methodology given in section

2.2 is presented and discussed in detail in this chapter. Findings on reaction

probabilities, ICSs and rate constants are discussed. Reaction probabilities are

calculated upto 0.5 eV collision energy within CS approximation [2, 3] for total

angular momentum, J >0. Effect of rotational and vibrational excitations of

reagent OH on the dynamics is also examined here. The other product channel,
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SH + O is not considered here as it lies ∼ 0.84 eV (see Figure 1.1) above the S

+ OH reagent asymptote.

3.2 Theoretical and computational details

The theoretical formalism and computational details used for the calculation of

initial state-selected and energy resolved total reaction probabilities and cross

sections for the S + OH → SO + H reaction are discussed in section 2.2. In

addition to the reaction probabilities and cross sections, rate constants are also

reported in this chapter. The temperature dependent state-specific rate constant,

kvj(T ), for the S + OH reaction is calculated as [4]

kvj(T ) =

√
8KBT

πµR

1

(KBT )2

∫ ∞
0

Eσvj(E)e−E/KBTdE. (3.1)

In this equation, σvj(E) is the reaction cross section corresponding to vth vi-

brational and jth rotational level of reagent OH, µR is the three-body reduced

mass and KB represents the Boltzmann constant. Moreover, the rate constant

obtained by Equation 3.1 is further multiplied by a temperature-dependent func-

tion, fe(T) [5], in order to consider the fine structures arising from spin-orbit

coupling of the reactants. The latter function also corresponds to the probabil-

ity of initiating the reaction on the electronic ground state of the HSO reactive

system. Under the assumption of Maxwell-Boltzmann distribution of the initial

population of the fine structure levels, the function assumes the following form.

fe(T ) =
gHSO

[gS2 + gS1 exp(−∆E1/T ) + gS0 exp(−∆E2)/T ]
× 1

[gOH1/2 + gOH3/2 exp(−∆E3/T )]

(3.2)
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In equation 3.2, ∆E1=569 K and ∆E2=825 K are the energy differences between

the 3P2 and 3P1, and 3P2 and 3P0 fine structure levels, respectively. Whereas,

∆E3=205 K corresponds to the energy splitting between the two doubly degen-

erate, 2Π1/2 and 2Π3/2 states of reagent OH. On the other hand, gS0 =1, gS1 =3 and

gS2 =5 correspond to the electronic degeneracies of the fine structure levels of the

ground 3P state of the sulfur atom. Finally, gOH1/2 =gOH3/2 =2 is considered as both

these states are doubly degenerate and gHSO=2 represents the degeneracy of the

HSO molecule on its ground state.

Furthermore, the relative population of the jth rotational levels of reagent OH

at a given temperature is calculated by

p(j, T ) =
(2j + 1)eBhc(j+1)/KBT

Qrot

, (3.3)

where

Qrot =
∑
j

(2j + 1)e−Bhc(j+1)/KBT (3.4)

is the rotational partition function of reagent OH. In equation 3.3 and equation

3.4, B corresponds to the rotational constant and the other three factors, KB, h

and c carry their usual meanings.

3.3 Results and discussion

3.3.1 Reaction probabilities

3.3.1.1 Probabilities for OH(v=0, j=0)

Initial state-selected and energy resolved total reaction probabilities for the, S

(3P) + OH (X2Π, v=0, j=0) → SO (X3Σ−) + H (2S), reaction and for J=0 are
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plotted in panel (a) of Figure 3.1 as a function of collision energy. From Figure

3.1 (a) it can be clearly seen that the reaction does not have an energy threshold

as it proceeds along a barrierless entrance channel [1]. Maximum reaction prob-

ability, ∼0.91, is found at ∼0.017 eV and it decreases afterwards until it reaches

to ∼0.03 at ∼0.085 eV collision energy. The probabilities then remain almost

constant and oscillate around an average value of ∼ 0.2 throughout the rest of

the energies considered here. It is worth mentioning here that it is difficult to get

converged reaction probabilities when scattering resonances are present in the re-

action dynamics and particularly the difficulty appears to be more at low collision

energies. Moreover, the choice of TIQM method is always better than a TDWP

approach for a dynamics study in the limit of zero collision energy. In order to

reduce errors in present calculation, the lowest value of energy is kept as ∼ 10−3

which is far above the collision energy range for which the TDWP results are not

expected to be converged. Furthermore, all the parameters given in this chapter

were subjected to rigorous convergence tests to achieve reasonable convergence

in the total reaction probabilities for J=0 when the reagent OH was kept at its

ground rovibrational level. The final converged values of all parameters are given

in Table 3.1 and they were used in remaining calculations. During the calculation

of probabilities for few J > 0 values, these parameters were inadequate to pro-

vide reasonably good results and they are altered within the limit of acceptable

convergence.

Jorfi et al. have calculated initial state-selected total reaction probabilities

for this reaction and for J=0 [6] by means of TIQM and QCT methods. TIQM

results are reproduced from Ref. [6] and these are shown in panel (b) of Figure 3.1

in red colour line. It is seen from panel (a) and (b) that probabilities calculated

in the present study and by TIQM method are not in agreement with each other.
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In particular, the difference is severe in the intermediate collision energy range.

Consequently, the convergence and the results of present TDWP approach were

called into question. The convergence of the TDWP calculation was re-checked

and no serious problem was found. To confirm further, Roncero calculated re-

action probabilities for J=0 by using another TDWP method where reactant to

product coordinate (Jacobi) transformation method was employed [7–9] and the

results are shown in panel (c) of Figure 3.1. On comparison between the prob-

abilities shown in panel (a) and panel (c), the results obtained by the two WP

based methods were found to be in very good agreement with each other. On

the other hand, after a detailed analysis of the TIQM results of Jorfi et al. [6],

it turned out that these were not converged properly. Moreover, it was realized

that the number of channels included in TIQM study was inadequate and it is

very difficult to get convergence for this particular HSO reactive system by the

hyperspherical coordinate based TIQM method. The system involves two heavy

atoms, S and O, three different channels and it follows a large (∼0.8 eV) exoergic

reaction path. Jorfi et al. could not achieve the convergence in their calculation

even for J=0, as large number of open and closed channels are required in the

basis set and also in the close coupling equations.

On the contrary, Jorfi et al. have investigated the dynamics of C + OH

reaction on its first excited state successfully by the TIQM method [10] and the

results were in good accord with the same calculated by a TDWP approach [11].

Hence the difficulty of getting the convergence for the S + OH reaction by the

hyperspherical coordinated based TIQM method does not limit the capability of

the method, rather, it is limited by the huge computational overhead to achieve

convergence.

Reverting back to Figure 3.1, it can be seen that the probabilities calculated
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by the QCT method (reproduced from Ref. [6] and presented in panel (b) of

Figure 3.1 in black colour line) are in good accord with the same calculated by

present TDWP method [cf. Figure 3.1 (a)].

The reaction probabilities calculated in the present study [see Figure 3.1 (a)]

exhibit sharp and intense resonance oscillations. The intensity (measured in terms

of the probability value) is more at the lower energy range, whereas, compara-

tively it is less at intermediate and higher energies. The resonances appear in

the total reaction probability curve for J=0 due to the formation of intermediate

collision complexes inside the two deep potential wells (cf., Figure 1.2 of chapter

1) present on the underlying PES [1]. The probabilities presented in Figure 3.1

(a) show similarities with those of C + OH→ CO + H reaction on its first (12A′′)

and second (14A′′) excited electronic states [10–12], whereas, these are in strong

contrast with the probabilities calculated by using the electronic ground PES of

COH reactive system [13]. In the latter, no resonance was found and the proba-

bility remained ∼1.0 throughout the whole energy range considered [13]. These

observations can be correlated to the topographical features of the underlying

PESs of these two reactive systems. Both the reactions are exoergic, barrierless

at the entrance channel and they progress through deep potential wells on the

underlying PESs [1,14,15]. The exoergicities of the C + OH→ CO + H reaction

are ∼6.4 eV, ∼0.41 eV, and ∼0.41 eV on its electronic ground (X2A′), 12A′′ and

14A′′ states, respectively. All these three PESs comprise two potential wells on

each of them corresponding to HCO and COH collision complexes, respectively,

and the depths of these are ∼7.26 eV and ∼5.50 eV on X2A′, ∼6.16 eV and ∼4.63

eV on 12A′′, ∼2.25 eV and ∼1.85 eV on 14A′′ states, respectively [14,15]. On the

other hand the exoergicity of S + OH reaction is ∼0.80 eV and the well depths

are ∼3.43 eV and ∼3.38 eV [1]. All these energy values are given here with re-
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spect to the energy of the asymptotic reagent channels, C + OH and S + OH,

respectively. From all these numerical values mentioned, it can be concluded that

small exoergicity and larger well depths facilitate the formation of intermediate

complexes, whereas, larger exoergicity and smaller well depths help the complex

to dissociate into products as many channels are energetically available at the

product asymptote and consequently the signature of resonance becomes weak in

the probability curve. Furthermore, the late barrier (with respect to the product

asymptote) present along the MEP of S + OH → SO + H reaction [1] make the

dissociation of collision complexes even more difficult.

Initial state-selected total reaction probabilities for J >0 are also calculated

within the CS [2, 3] approximation and few of them are shown in Figure 3.2.

The value of J is shown in each panel. It can be seen from Figure 3.2 that it is

very difficult to find a particular trend for the variation of probabilities with the

increase of J value and the probabilities upto ∼ J=35 look similar to those for

J=0 (cf. Figure 3.1 (a) and panel (a), (b) and (c) of Figure 3.2). The onset of

the reaction shifts slowly with the increase of J value due to the appearance of

centrifugal barrier along the reaction path and the latter introduces a threshold

(e.g. ∼0.027, ∼0.08 and ∼0.36 eV for J=80, 100 and 127, respectively) to the

reaction. As the centrifugal barrier height is inversely proportional to the re-

duced mass of the system, the shift is somewhat less compared to those reactions

involving lighter nuclei [16–18] and consequently probabilities for a large value of

J are required to calculate ICSs upto ∼0.5 eV collision energy for the S + OH

reaction.
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Figure 3.1: Initial state-selected and energy resolved total reaction probabilities
calculated for the S (3P) + OH (X2Π, v=0, j=0, Ω=0)→ SO (X3Σ−) + H (2S) reaction
on its electronic ground PES and for J=0 by different methods. The results calculated
in the present TDWP study, by QCT and TIQM method and another TDWP approach
by Roncero are shown in panel (a), (b) and (c), respectively.
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Table 3.1: Description of coordinate grid parameters, properties of initial wave packet
and the damping function used to obtain the dynamics results of S + OH → SO + H
reaction on its electronic ground state.

Parameter Numerical value Description
NR/Nr/Nγ 1024/128/45 Number of grid points along R, r and γ
Rmin/Rmax (a0) 0.1/37.0 Extension of grid along R
rmin/rmax (a0) 0.1/12.0 Extension of grid along r
∆R/∆r (a0) 0.0360/0.0937 Grid spacing along R and r
rd (a0) 6.565 Location of the dividing surface in the

product channel
Rmask/rmask (a0) 26.2149/9.2826 Starting point of the damping function
∆Xmask(R) (a0) 10.785 Width of the damping region along R
∆Xmask(r) (a0) 2.717 Width of the damping region along r
R0 (a0) 14.5 Initial location of the center of the

GWP in the
coordinate space

Etrans (eV) 0.25 Initial translational kinetic energy
δ(a0) 0.04 Initial width parameter of the GWP
∆t(fs) 0.135 Length of the time step used in the

WP propagation
T (fs) 4049.0 Total propagation time



3.3. Results and discussion 101

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0

0.3

0.6

0.9

0 0.2 0.4

0

0.3

0.6

0.9

0 0.2 0.4

0

0.003

0.006

Ω=0, j=0, v=0 Ω=0, j=0, v=0

J=5

J=25

J=35

J=70

J=80

J=90

J=100

J=115

J=127

J=136

Collision energy (eV)

R
e
a
c
ti

o
n

 p
ro

b
a
b

il
it

y

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Figure 3.2: Same as Figure 3.1 but for total angular momentum, J >0.
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3.3.1.2 Effect of reagent rotational excitation on probability

Initial state-selected total reaction probabilities for OH(X2Π, v=0, j=0-3) and

J=0 are plotted as a function of collision energy in panels (a)-(d) of Figure 3.3. It

can be seen from Figure 3.3 that the maximum probability shifts towards higher

collision energy for OH(v=0, j=1), whereas, it returns to low energy for OH(v=0,

j=2). It seems very difficult to find a particular trend regarding the variation

of the magnitude of probability with rotationally hot reagent OH, nonetheless,

it can be inferred that probabilities for OH (v=0, j=3) is less compared to the

others almost throughout the entire energy range considered here. This can be

attributed to the loss of preferred orientation of OH diatom owing to its rotational

excitation [19].

The effect of rotationally hot reagent OH on the probabilities for J >0 and

Ω >0 are shown in Figure 3.4. In particular, probabilities for OH (v=0, j=1-3,

Ω=1) are plotted in panel (a)-(c) and for OH (v=0, j=2-3, Ω=2) are plotted in

panel (d) and (e) in Figure 3.4. From all these panels it can be seen that the prob-

abilities at higher collision energies decrease with reagent rotational excitation.

3.3.1.3 Effect of Ω on probability

The effect of Ω [the quantum number for the projection of the rotational (j)

and total angular momentum quantum number (J)] on reaction probabilities are

shown and discussed in this section. The probabilities for OH (v=0, j=1 Ω=0-1)

and for some selected values of J are plotted in Figure 3.5. Specifically, proba-

bilities for OH (v=0, j=1, Ω=0) and OH (v=0, j=1, Ω=1) are plotted in panel

(a)-(g) and in panel (h)-(n), respectively. It can be seen that the probabilities

for Ω=1 are ∼2 times smaller in magnitude than those obtained for Ω=0. This
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Figure 3.3: Same as Figure 3.1 but for OH(v=0, j=0-3, Ω=0). Different quantum
numbers are given in each panel to show the excitation.
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Figure 3.4: Initial state-selected total reaction probabilities for the S + OH (v=0,
j=1-3, Ω=1-2)→ SO + H reaction and for J=1-2 on its electronic ground DMBE PES
as a function of collision energy. Values of different quantum numbers are shown in
each panel to show the excitation.
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is in strong contrast to those obtained for the C + OH → CO + H reaction on

its first (12A′′) and second (14A′′) excited states. The probabilities for Ω=1 were

∼10 times smaller than those for Ω=0 on the 12A′′ state [11], whereas, they were

comparable upto ∼ 0.1 eV followed by somewhat decrease at higher energies on

14A′′ state (cf. chapter 4) of HCO reactive system. From Figure 3.5 it can be

found that probabilities for Ω=0 show a maximum which shifts towards higher

collision energy with the increase of J , whereas, those for Ω=1 are uniform almost

throughout the entire energy range. The appearance of threshold to the reaction

is also evident here with the increase of J value due to the increase of centrifugal

barrier.

The dependence of probability on Ω for OH (v=0, j=2) and for J=2 are

presented in Figure 3.6. From panel (a) and (b) it is seen that the maximum

shifts towards higher energies with increasing Ω, but the magnitude of probability

decreases for Ω=1 than those obtained for Ω=0 throughout the entire range of

energy except at around ∼0.05 eV. On the other hand probabilities for Ω=2 are

higher than those for Ω=1 except at collision energies beyond ∼0.44 eV and at

around ∼0.05 eV (cf. panel (b) and (c) of Figure 3.6). Moreover, the resonance

oscillations are weakest for Ω=1 compared to the others. Hence, no general

pattern for the variation of probabilities with the increase of Ω is found for the S

+ OH → SO + H reaction on its electronic ground state.

3.3.1.4 Effect of vibrationally hot OH on probability

Initial state-selected total reaction probabilities for the S + OH (v=0-5, j=0,

Ω=0) → SO + H reaction on its electronic ground state are shown in panel (a)-

(f) of Figure 3.7. Different quantum numbers are given in each panel to show

the excitations. Primarily from Figure 3.7 it can be seen that reagent vibrational



3.3. Results and discussion 106

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0

0.3

0.6

0 0.2 0.4

0

0.3

0.6

0 0.2 0.4

0

0.3

0.6

Ω=0, j=1, v=0 Ω=1, j=1, v=0

J=5

J=25

J=45

J=70

J=80

J=100

J=120

J=5

J=25

J=45

J=70

J=80

J=100

J=120

Collision energy (eV)

R
e
a
c
ti

o
n

 p
ro

b
a
b

il
it

y
 

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

Figure 3.5: Same as Figure 3.2 but for reagent OH (v=0, j=1). See text for details.
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excitation has immense impact on both the magnitude and pattern of probabili-

ties. The maximum probability is found at lower collision energies followed by a

decrease of the same at intermediate and higher energies for reagent OH (v=0-2,

j=0, Ω=0) [see panel (a)-(c)]. In contrast, uniform probabilities are found for

OH (v=3-5, j=0, Ω=0) [see panel (d)-(f)]. The probabilities at higher collision

energy range increase with reagent vibrational excitation, whereas, the resonance

gets weaker. More specifically, oscillations become weak at the intermediate en-

ergy range for OH (v=2-3, j=0, Ω=0) [see panel (c) and (d)] and probability

becomes almost a smooth function of collision energy for OH (v=3-4, j=0, Ω=0)

[see panel (e) and (f)] except at very low collision energies. These observations

are quite similar to those for the C + OH (v=0-5, j=0, Ω=0)→ CO + H reaction

occurring on its second excited state [cf. chapter 4].

The effect of vibrationally hot reagent OH (v=0-5, j=0, Ω=0) on probabilities

for J=5, 70, 100 and 130 are shown in panel (a)-(x) of Figure 3.8. It is seen that

the observations for J=0 (see Figure 3.7) are valid for J=5 and 70 (see Figure 3.8),

whereas, differences are found for J=100 and 130. In particular, from panel (s),

(t), (w) and (x) of Figure 3.8 it is found that significant resonance oscillations are

present in the probabilities for OH (v=4-5, j=0, Ω=0) and these are not uniform

throughout, rather almost monotonically increasing function of collision energy.

Hence, in sumary it can be infered that vibrational excitation of reagent OH

has stronger impact on the reactivity as compared to its rotational excitation. It

will be interesting to find the effect of reagent internal excitations on ICSs where

all partial wave contributions for total angular momentum J >0 will be included.
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Figure 3.7: Same as Figure 3.1 but for OH (v=0-5, j=0, Ω=0). See text for details.
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Figure 3.8: Same as Figure 3.2 but for OH (v=0-5, j=0, Ω=0). See text for details.
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3.3.2 Initial state-selected integral cross section

Initial state-selected and energy resolved total integral cross sections for the S

+ OH (v=0-3, j=0-2) → SO + H reaction on its electronic ground state are

shown in Figure 3.9. ICSs for OH (v=0, j=0), OH (v=0, j=1) and OH (v=0,

j=2) are presented in panel (a) as a function of collision energy in different

colours. To obtain converged cross sections for OH (v=0, j=0-2) upto ∼0.5 eV

collision energy, partial wave contributions for total angular momentum upto

J=138 are included in the calculation. Moreover, for rotationally hot reagent

OH, the quantum number, Ω was restricted to 0 ≤ Ω ≤ min(j, J). It is seen

in panel (a) of Figure 3.9 that ICSs corresponding to all three values of j look

similar in pattern but they differ in magnitude. ICSs are very high at the onset

and they fall very sharply to a value of ∼35 Å2 (for j=0), ∼21 Å2 (for j=1)

and ∼17 Å2 (for j=2), respectively, at ∼0.021 eV, ∼0.012 eV and ∼ 0.0101 eV

collision energies. ICSs decrease smoothly and steadily afterwards upto certain

energy and they remain almost constant at higher energies. Such behavior of

ICSs against collision energy is typical for barrierless exothermic reactions and it

is found for other reactions of similar type [11,20]. The ICSs for OH (v=0, j=0)

and OH (v=0, j=1) become equal in the ∼0.14-0.20 eV collision energy range [cf.

inset (I) of panel (a)] and the former is more than the latter outside this energy

range [cf. panel (a)]. On the other hand, from inset (II) of panel (a) it is found

that σ(v=0, j=2) > σ(v=0, j=1) within ∼ 0.038-0.09 eV energy range and the

opposite trend is followed at other energies [cf. panel (a)]. Here σ symbolizes

ICS. Moreover, from the two insets of panel (a) it is seen that weak resonance

oscillations survive in σ(v=0, j=0-2). The intensity of the resonances found in

reaction probabilities gets decreased in ICSs due to the inclusion of the partial

wave contributions of total angular momentum quantum number, J .
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Jorfi et al. have calculated the ICSs [5] for this reaction by using QCT method.

They found a smaller decrease of ICS for rotationally excited OH [see Figure 2 of

Ref. [5]] compared to the observation of present study. These are reproduced from

Ref. [5] and plotted in panel (a) and (b) of Figure 3.10 along with the TDWP

results. TDWP and QCT results are shown by the black and red colour lines

in both panels. From panel (a) it can be seen that QCT results for OH (v = 0,

j=0) are in good accord with the present TDWP results and a magnified view of

this comparison is also given in the inset. Understandably, no resonance is found

in the QCT studies compared to the TDWP results [see the inset of panel (a)]

as resonance is purely a quantum mechanical phenomena. From panel (b) it is

seen that the QCT study overestimates the ICSs and the disagreement is severe

at low collision energies for OH (v=0, j=1). Nevertheless, the variation of ICSs

with collision energy is similar in both studies.

The effect of vibrationally hot reagent OH on state-selected ICSs is shown

in panel (b) of Figure 3.9 in different colours. All partial wave contributions of

the total angular momentum, upto J=0-138, J=0-158, J=0-175 and J=0-180

were included to obtain converged ICSs upto ∼0.5 eV for reagent OH prepared

in its v=0, 1, 2 and 3 levels, respectively. The cross section for OH (v=0, j=0)

is also presented in panel (b) for the sake of comparison. It can be noticed from

Figure 3.9 (b) that ICSs with vibrationally hot OH behave in the same way of

σ(v=0, j=0). They are high at the onset, fall sharply at low collision energies

and remain almost constant at higher collision energies. Moreover, throughout

the entire energy range considered here the ICSs follow the trend σ(v=0, j=0)

' σ(v=1, j=0) < σ(v=2, j=0) < σ(v=3, j=0), which is in strong contrast to

those obtain for the C + OH → CO + H reaction on the 12A′′ state [11]. This is

a remarkable finding as the reagent diatom is same in both these reactions and
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the observations can be correlated to the topography of the underlying surfaces.

In order to understand this, MEPs for different approach angles of the attacking

S atom are computed by using the procedure discussed in section 2.4 and some

of them are presented in Figure 3.11. From different panels of Figure 3.11 it can

be seen that the approaches for γ < 1400 are almost barrierless at the entrance

channel. Panel (l)-(o) depict that MEPs are quite complicated within the angu-

lar range, 1150 ≤ γ ≤ 1400. The approaches for γ ∼0-1100 follow a barrierless

entrance channel and a barrier (with respect to the product asymptote) at the

exit channel except for γ=500 and 600 [see panel (f and (g)]. Thus it appears

that there is a high chance for the reactive system to cross a late barrier at the

exit channel before reaching at the product valley. Indeed the MEP supports

the formation of SOH collision complex inside the well of lower depth and a late

barrier at the exit channel [see Figure 12 (b) of Ref. [1]]. Such a late barrier is

absent on the 12A′′ state of the HCO reactive system [see Figure 1 of Ref. [11]].

On the other hand, the well depths are large on the 12A′′ PES (∼6.16 and ∼4.63

eV) [15] of HCO system, whereas, they are relatively smaller (∼3.43 and ∼3.38

eV) on the electronic ground PES of HSO reactive system [see Figure 1.2 and

section 1.1.1]. Hence, the increase of the total energy via reagent vibrational

excitation assists the decomposition of collision complex to products from a well

of relatively lower depth. In addition to this, the barrier is of late type for the S

+ OH reaction and such a barrier causes the increase in reactivity with reagent

vibrational excitation [21]. On the contrary, observations found in panel (b) of

Figure 3.9 have resemblance with those obtained for the C + OH → CO + H

reaction on its 14A′′ state [cf. chapter 4]. The wells are even less deeper and a

high barrier is also found at the exit valley on the 14A′′ PES of HCO reactive

system [15]. From the inset present in panel (b) of Figure 3.9, it can be seen that
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Figure 3.9: Initial state-selected ICSs for the S + OH (v=0-3, j=0-2)→ SO +
H reaction as a function of collision energy. The effect of rotational and vibrational
excitations of reagent diatom on ICSs are presented in panel (a) and (b), respectively.

ICSs become less structured with reagent vibrational excitation. This can be at-

tributed to the fact that the resonance oscillations become broad and diffused for

vibrationally hot reagent OH [see Figure 3.7, and Figure 3.8]. Finally, it can be

concluded from Figure 3.9 that rotational excitation of reagent OH decreases the

reactivity, whereas, its vibrational excitation enhances the same. More specifi-

cally, a significant enhancement in the reactivity is found when reagent OH is

excited to its third vibrational level, v=2.
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3.3.3 State-specific rate constant

State-specific thermal rate constants for the S + OH (v=0, j=0-2) → SO + H

reaction calculated by using equation 3.1 and 3.2 are plotted in Figure 3.12 as

a function of temperature. The calculation of rate constant is restricted for OH

(v=0) only as this is the only channel that is open in the given temperature range.

It is worth mentioning that the rate constant calculated without the electronic

degeneracy factor, fe(T), [see Eq. 3.2] increases rapidly at low temperatures and

remains almost constant at higher temperatures. But with the inclusion of fe(T)

in the rate constant formula drastically changes the behaviour of rate constant

with temperature. Such drastic changes for barrierless exothermic reactions are

also found in the literature for O + OH → O2 + H and C + OH → CO + H

reactions [22,23].

The rate constants shown in Figure 3.12 increase sharply at the onset, reaches

to a maximum [∼4.9 × 10−11 cm3 s−1 molecule−1 at ∼48 K for OH (v=0, j=0),

∼2.1 × 10−11 cm3 s−1 molecule−1 at ∼45 K for OH (v=0, j=1) and ∼1.6 ×

10−11 cm3 s−1 molecule−1 at ∼52 K for OH(v=0, j=2)] and finally decrease

smoothly with the increase of temperature. Thus the rate constants show negative

temperature dependence at ∼ T > 60 K. This kind of unusual dependence of rate

constant on temperature is found for many atom-radical reactions [10, 11, 20, 24]

and this can be attributed to the temperature dependence of the function, fe(T).

From Figure 3.12 it can be seen that reagent rotational excitation decreases rate

constants which is shown by the dashed lines in black (for j=0), red (for j=1)

and blue (j=0) colours.

From Figure 3.9, it can be seen that the cross sections rise sharply at low

collision energies and hence ICSs below 10−3 eV collision energy will have signifi-

cant contribution over the rate constants particularly at low temperatures below
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∼50 K. We reiterate here that ICSs have been computed down to 10−3 eV in the

present study as the TDWP approach is inappropriate to calculate converged ICS

below 10−3 eV due to the difficulties in damping the outgoing wave packet with

large de Broglie wavelength. In order to have approximate value of ICS below

10−3 eV, the low energy part of the ICSs of OH (v=0, j=0-2) is analytically fit-

ted and extrapolated down to 10−6 eV. The analytical fitting and extrapolation

are shown in Figure 3.13 with the quantum numbers and the functional form

indicated in each panel. It is found that inclusion of ICSs down to 10−6 eV was

adequate to obtain converged rate constants down to 10 K. Rate constants cal-

culated by using the extrapolated ICSs are shown by the solid lines in Figure

3.12 with black [for OH (v=0, j=0)], red [for OH (v=0, j=1)] and blue [for OH

(v=0, j=2)] colours, respectively. It is quite obvious from Figure 3.12 that the

rate constants calculated with the extrapolated cross sections (in the 10−3 to 10−6

eV collision energy range) are larger than the same calculated by excluding the

extrapolated cross section and the difference is severe at low temperatures. For

example, at 15 K, the difference is found to be ∼12.9 %, ∼7.1 % and ∼ 12.5 %

for OH (v=0, j=0), OH (v=0, j=1) and OH (v=0, j=2), respectively. Thus a

dynamics study at cold and ultracold conditions is needed to be carried out by

TIQM formalism to obtain more accurate behavior of ICSs and rate constants at

low energies and temperatures, respectively.

At this point the observations of Figure 3.12 merit some explanations. As

many factors control the reactivity of a chemical system, it is very difficult to

find a general rule which can unambiguously explain and predict the outcomes

of a bimolecular collision. In particular, the literature data mostly lacking of

satisfactory explanation of the results of a bimolecular reaction occurring on a

PES having deep potential wells. Nonetheless, it is believed that the features
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of a bimolecular encounter on such a PES depend on the masses of the nuclei

participating in the reaction, the exoergicity, long-range interaction and the well

depth(s). The last two factors partly represent the topography of the underlying

PES. In addition to these, the formation of collision complexes inside the wells

and their dissociation into products play the key role in these reactions.

Furthermore, it is commonly believed that all reactions occur smoothly through

a straightforward pathway when a preferred relative orientation of the reactants

is gained and any factor which inhibits the reactants to achieve such orientation

diminishes the reactivity. Rotational excitation of reagent OH (v=0, j=1-2) for

the S + OH→ SO + OH reaction is such an example and consequently it reduces

the reactivity which is seen in panel (a) of Figure 3.9 and in Figure 3.12. More-

over, the reaction under discussion belongs to the category of H + HL (L, light;

H, heavy) class of reactions and the decrease of reactivity with reagent rotational

excitation for such reactions is predicted in the literature [19].

Sate-specific rate constants calculated by Jorfi et al. by means of QCT method

are reproduced from Ref. [5] and plotted in Figure 3.14 along with present TDWP

results for the ease of comparison. In both panels TDWP and QCT results are

shown by black and red colour lines, respectively. From panel (a) it can be seen

that rate constant for OH (v=0, j=0) obtained by both methods are in good

accord with each other. Whereas, a substantial difference is found for the rate

constant for rotationally excited OH (v=0, j=1) [cf. panel (b) of Figure 3.14].

Such disagreement can be attributed to the inherent shortcomings of QCT ap-

proach which ignores the inclusion of major quantum mechanical effects and also

to the consideration of CS approximation in present time-dependent calculations.

In literature it is found that the inclusion of Coriolis forces alter resonance widths

for LiH2 reactive system [25, 26] and also its importance for the H + O2 → OH
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+ O reaction has been shown by Guo et al. [27] and Meijer et al. [28]. Thus,

we presume that the Coriolis forces may play an important role in the present

reaction also as the reaction proceeds through the formation of metastable floppy

intermediate complexes. But the investigation of the dynamics of S + OH→ SO

+ H reaction including Coriolis coupling is quite challenging as it requires huge

computational overheads.

Boltzmann distributions of reagent OH over its rotational levels at three dif-

ferent temperatures are shown in Figure 3.15. Temperatures are mentioned in

each panel and populations are shown by both dashed lines and bar diagrams.

From different panels of Figure 3.15, it can be seen that ICSs for j=3, 5 and 7

are required to obtain rotationally averaged thermal rate constant up to 100 K,

300 K and 500 K, respectively. The dynamical calculations for j ≥3 are compu-

tationally very expensive as all Ω values within the restriction, 0≤ Ω ≤ min(j, J)

must be included and consequently, no attempt was made to calculate thermally

averaged rate constant.

The experimental rate constant value at 298 K, k=6.6 (±1.4) × 10−11 cm3s−1

molecule−1, measured by Jourdain et al. [29] is shown in Figure 3.12 with the

error bars. It can be seen that the TDWP rate constant at 298 K is below the

experimental value. Furthermore we mention here that both TDQM and QCT

results are not in agreement with the experimental value at 298 K. Such dis-

agreement may arise due to the inaccuracies of the DMBE PES, the inherent

shortcomings of the QCT approach and the consideration of the CS approxima-

tion in the present TDWP study. On the other hand, the experimental value

may contain some uncertainties and consequently more measurements in a wide

temperature range are required to check the correctness of experimental data and

to obtain its temperature dependence.
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Stoecklin et al. has recently found an upper limit of rate constant for the

S + OH reaction in 10-500 K temperature range [30] by using the adiabatic

capture model in the centrifugal sudden approximation method (ACCSA). For

the ease of a better comparison, this is shown in Figure 3.12 along with the TDWP

and experimental results. It is found that the ACCSA rate constant is in good

agreement with the experiment at 298 K but this accord may be fortuitous as the

ACCSA approach is an approximate method and certainly it is less accurate than

the QCT method in most cases [30] and the present TDWP approach. Indeed,

it is found that the ACCSA rate constants for three reactive systems (C, N,

S + OH) are overestimated by a factor of 2 than more accurate rate constants

calculated by using quantum mechanical and QCT methods and global PESs [30].

Moreover, the ACCSA approach assumes the reaction probability is independent

of energy for barrierless reactions which is in strong contrast to the probabilities

found in the present study for the S + OH reaction. Specially low probabilities

were found at high collision energies due to dominant back dissociation.
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Figure 3.12: State-specific thermal rate constants for the S + OH (v=0, j=0-2)
→ SO + H reaction as a function of temperature are shown in different colours as
indicated. Rate constants calculated with and without extrapolated cross sections are
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3.4 Summary

A comprehensive theoretical account for the dynamics of S (3P) + OH (X2Π) →

SO (X3Σ−) + H (2S) reaction occurring on its electronic ground state (X̃2A′′) is

presented in this chapter. Initial state-selected total reaction probabilities, ICSs

and state-specific rate constants are calculated by means of a TDWP approach

within the CS approximation as an accurate quantum mechanical study of this

reaction requires huge computational overheads and currently out of the scope.

Significant oscillations found in reaction probabilities and ICSs are attributed to

the formation of intermediate complexes formed inside the deep potential wells

on underlying PES [1]. Resonance oscillations become broader and diffused with

reagent vibrational excitations. Effect of rotational and vibrational excitations of

reagent OH on the dynamics is also reported here. Reagent rotational excitations

is found to decrease the reactivity, while the vibrational excitation enhances the

same. Present TDWP results are in fair agreement with those obtained by using

QCT method [5].
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Chapter 4

Effect of internal excitations of

reagent OH on initial

state-selected dynamics of the C

+ OH → CO + H reaction on its

second excited (14A′′) state

4.1 Introduction

Initial state-selected total reaction probabilities and ICSs of C (3P) + OH (X2Π)

→ CO (a3Π) + H (2S) reaction occurring on its second excited electronic state

(14A′′) [1] are reported and discussed in detail in this chapter. Total reaction

probabilities for OH (v=0-5, j=0-3) upto 0.50 eV collision energy and converged

ICSs for OH (v=0-2, j=0-1) upto 0.25 eV collision energy are calculated by us-

ing the TDWP approach described in section 2.2. Probabilities for total angular

130
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momentum, J >0 are calculated within coupled states (CS) approximation [2, 3]

and all partial wave contributions for J=0-48 are considered to obtain converged

ICSs upto 0.25 eV collision energy for OH (v=0, j=0). Contributions from more

partial waves and higher values of total angular momentum are required for rota-

tionally and vibrationally hot reagent OH. The effect of rotational and vibrational

excitations of reagent OH on the dynamics has also been studied and the find-

ings are explained with respect to the topographical features of underlying PES.

Finally, the results are compared with those [4, 5] obtained by other theoretical

methods and the mechanistic details of the C + OH → CO + H reaction occur-

ring on its first (12A′′) and second (14A′′) excited electronic states are discussed in

detail by comparing the results of present study with those of one of our previous

studies [6] in connection to the PES topographies. We mention here that due to

higher endoergicity (∼1.0 eV, see Figure 1.3) of the other product channel, CH

+ O, it is not included in present discussion.

4.2 Theoretical and computational details

Reagent Jacobi coordinate based time-dependent wave packet propagation ap-

proach for the dynamics study of bimolecular reactions is described in detail in

section 2.2. Initial state-selected total reaction probabilities and ICSs are calcu-

lated by using this approach and hence the methodology is not reiterated here.

Readers are referred to section 2.2 for a complete description of the theoretical

and computational methods used in the present study.
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4.3 Results and Discussions

4.3.1 Reaction probabilities

4.3.1.1 Probabilities for OH (v=0, j=0)

Initial state-selected and energy resolved total reaction probabilities for the C

(3P) + OH (X2Π, v=0 j=0) → CO (a3Π, Σv′,Σj′) + H (2S) reaction on its

second excited electronic state (14A
′′
) and for total angular momentum J=0 are

presented in panel (a) of Figure 4.1 as a function of collision energy. At every

collision energy, the probability represents a sum over all the open channel, v′ and

j′ of the product diatom, CO. From Figure 4.1 (a), it can be seen that there are

substantial probabilities at low collision energies and in fact there is no threshold

for the reaction. This is due to the absence of a barrier in the entrance channel.

Moreover, numerous sharp and intense resonance oscillations are found in total

reaction probabilities which make it difficult to find a particular trend for the

variation of probabilities with collision energy. Nonetheless, it can be noticed

that maximum probability, ∼0.524 is found at ∼0.018 eV and it reaches to its

minimum, ∼10−3 at ∼0.075 eV. After this drop the probability rises and gets

an average value of ∼0.3 within ∼0.11-0.2 eV collision energy. The probabilities

decrease further at higher energies and it oscillates around ∼0.2 upto ∼0.4 eV

followed by a decrease in magnitude and resonance intensity at higher collision

energies. Thus the magnitude of probability is not uniform throughout the energy

range considered in the present study, rather it oscillates.

It is worthwhile to mention here that like in the case of S + OH → SO +

H reaction on its electronic ground state (see chapter 3), difficulties were faced

to obtain convergence in the total reaction probabilities for J=0 (see panel (a)

of Figure 4.1) in present study also. Numerous test calculations are carried out
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to achieve good convergence and after such a huge number of test calculations,

convergence was achieved in the total reaction probabilities for OH (v=0, j=0)

and for J=0. The converged parameters are listed in Table 4.1 and they are

used in all remaining calculations. It is worthwhile to mention here that the

convergence was so good that these parameters were required to alter a little for

the probability calculation of only a few J >0 values. The dynamics calculations

turn out to be computationally very expensive due to the complex topography

of the underlying PES and the participation of heavier atoms. This is easily

understandable from the number of grid points required along the three Jacobi

coordinates and the total time for the propagation of the wave packet mentioned

in Table 4.1. Indeed, the calculation of probabilities for every J value required

∼3.5 GB RAM and ∼ seven days in a Xeon processor of ∼2.6 GHz clock speed.

Jorfi et al. have also studied the dynamics of the C + OH → CO + H

reaction on its 14A′′ state by TIQM method and they have reported total reaction

probabilities for J=0 upto 0.9 eV collision energy [4]. The latter probabilities

upto 0.5 eV are reproduced from Ref. [4] and are plotted in solid black colour

line in panel (b) of Figure 4.1. Comparison between the results presented in solid

black colour lines in panel (a) and (b) of Figure 4.1, reveals that the two sets of

probabilities show qualitative similarities, but quantitatively they differ at few

energies. Such quantitative differences were also found in the probabilities for

this reaction occurring on its first excited (12A′′) state [6, 7] and also for other

reactions of similar types taking place on PESs having well(s) on them [8, 9].

These quantitative differences are attributed to the choice of different coordinate

systems used to treat the dynamics. Moreover, the intensity and the positions

of the resonance peaks in probabilities largely depend on the chosen energy grid.

Nonetheless, the overall shape of the total reaction probability curves obtained
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for J=0 by two different methods is comparable. On the other hand, an excellent

agreement is found when the probabilities calculated for J=0 [see Figure 4.1(a)] in

the present study are compared with those obtained by Zanchet et al. by another

TDQM method. These results are reproduced from Ref. [5] and presented in

dashed red colour line in panel (b) of Figure 4.1. The agreement gets better as

the time-dependent formalism is followed in both the studies.

Numerous sharp and intense oscillations found in the probabilities for J=0

[see Figure 4.1] are attributed to the formation of intermediate collision complexes

inside the two deep potential wells on the 14A′′ PES [see Figure 1.4 and Table 1.6].

The probabilities calculated for J=0 in the present study can be compared with

those obtained for the C + OH reaction occurring on its electronic ground [10] and

first excited (12A′′) [1] states by various theoretical methods [6, 7, 11–13]. Sharp

and intense resonance oscillations were also found in the probabilities obtained

on the 12A′′ state [6, 7]. In particular, the resonance peaks are more intense in

low collision energy range and hence they bear similarities with the probabilities

calculated in the present study [see Figure 4.1 (a)]. In contrast, no such resonance

oscillations are found in the probabilities calculated for the C + OH reaction on

its electronic ground state [10–12]. The probabilities on the electronic ground

PES were found to be independent of collision energy with a magnitude ∼1.0

throughout the entire energy range. These observation can be justified in terms of

the topographical details of underlying PESs of the three lowest lying electronic

states of the COH reactive system. Small exoergicity and wells of relatively

larger depths along reaction paths make the formation of intermediate collision

complexes easier [14] which further leave their signature in various dynamical

observables. The depths of the two wells present on each of electronic ground,

first excited (12A′′) and second excited (14A′′) PESs are ∼7.26 eV and ∼5.50
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eV, ∼6.16 eV and ∼4.63 eV, ∼2.25 eV and ∼1.85 eV, respectively [see Table

1.2 , 1.4 and 1.6]. Thus the wells on the electronic ground PES are the deepest.

Similarly, the exoergicity, ∼6.4 eV on the latter is more compared to the other

two surfaces. Both 12A′′ and 14A′′ states have the same exoergicity of ∼0.41

eV [see Figure 1.3]. Hence, though deepest wells are present on the electronic

ground PES the higher exoergicity makes the decomposition of the intermediate

complexes into products faster. Moreover, the less deeper well corresponding to

the formation of COH complex represents a metastable minima on the electronic

ground state. On the other hand, less exoergicity on both excited states makes

the dissociation of the intermediate complexes difficult even form relatively less

deeper wells. Moreover, the barrier present at the exit channel on the 14A′′ PES

makes the dissociation further more difficult [see Figure 1 of Ref. [4]]. Finally, it

can be inferred that the wells are deep enough and the exoergicity is small enough

on the 14A′′ PES to yield sharp and intense resonance oscillations in total reaction

probability. Similar sharp and intense resonance oscillations are also found in the

probabilities for S + OH → SO + H reaction on its electronic ground state [see

Figure 3.1].

Total reaction probabilities for J >0 are also calculated within CS approx-

imation [2, 3] and few of them are shown in panel (a)-(j) of Figure 4.2. It can

be seen from Figure 4.2 that the resonances obtained for J=0 also persist for

J >0. Probabilities increase at higher energies with the increase of J value and

also the resonances become sharper and more intense. The increase of centrifu-

gal barrier height with an increase of J makes the dissociation of intermediate

collision complexes difficult even at higher energies. This results into an increase

of the lifetime of the floppy intermediate complex inside the wells which yields

sharp and intense peaks in the probability curve. The centrifugal barrier leads a
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threshold for this barrierless reaction which is manifested by the slow shift of the

onset of the reaction with increasing J value.

Zanchet et al. have also calculated reaction probabilities of the C + OH reac-

tion on its 14A′′ state for J=0-50 [5] to obtain ICSs upto 0.1 eV collision energy.

They followed a TDQM method and included the Coriolis coupling terms in the

Hamiltonian. A comparison among the probabilities calculated in the present

study and those of Zanchet et al. [5] gives an idea about the impact of Coriolis

forces on the state-selected dynamics. For the sake of comparison, probabilities

calculated by Zanchet et al. for J=10, 30 and 40 are reproduced for Ref. [5]

and are presented in panel (b), (f) and (h) of Figure 4.2, respectively, in dashed

red colour lines. From panel (b), the magnitude and pattern of probabilities for

J=10 are found to be in good accord with each other. Whereas, the probabil-

ities calculated for J=30 in the present study is less than those of Zanchet et

al. at low collision energies but these are in fair agreement at higher energies

[see panel (f)]. Finally, from panel (h), it can be seen that the onset of the re-

action for J=40 shifts faster in the present study than the results of Zanchet et

al. Similar observations were also found for the, He + H+
2 → HeH+ + H, reac-

tion where the reaction proceeds through the formation of long-lived intermediate

complexes [15]. Thus it can be inferred that the effects of Coriolis force in not

very significant for lower J values, rather it is noticeable for higher J . Lastly,

from panel (j) it is obvious that the threshold for the reaction becomes ∼0.25

eV and hence inclusion of reaction probabilities upto J=48 is adequate to obtain

ICSs upto 0.25 eV collision energy within the CS approximation.
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Table 4.1: Description of coordinate grid parameters, properties of initial wave packet
and the damping functions used to obtain the dynamics results of C + OH → CO +
H reaction on its second excited (14A′′) state.

Parameter Numerical value Description
NR/Nr/Nγ 1024/128/85 Number of grid points along R, r and γ
Rmin/Rmax (a0) 0.1/38.0 Extension of grid along R
rmin/rmax (a0) 0.1/10.0 Extension of grid along r
∆R/∆r (a0) 0.037/0.0779 Grid spacing along R and r
rd (a0) 6.65 Location of the dividing surface in the

product channel
Rmask/rmask (a0) 23.22/7.35 Starting point of the damping function
R0 (a0) 15.0 Initial location of the center of the

GWP in the
coordinate space

Etrans (eV) 0.25 Initial translational kinetic energy
δ(a0) 0.09 Initial width parameter of the GWP
∆t(fs) 0.135 Length of the time step used in the

WP propagation
T (fs) 9448.0 Total propagation time
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Figure 4.2: Same as Figure 4.1 but for total angular momentum J >0. The value of
J is shown in each panel . The probabilities for J=10, 30 and 40 are reproduced from
Ref. [5] and shown in panel (b), (f) and (h) in dashed red colour lines, respectively,
along with those of present study for the ease of comparison.
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4.3.1.2 Effect of rotationally hot reagent OH on total reaction prob-

ability

The effect of rotationally hot reagent OH (v=0, j=0-3) on initial state-selected

probabilities for total angular momentum J ≥0 are shown and discussed in this

section. Probabilities for the, C + OH (Ω=0, v=0, j=0-3) → CO + H, reaction

and for J=0 are plotted in panels (a)-(d) of Figure 4.3. From panel (a) and

(b) it is obvious that the magnitude and pattern of the probabilities alter when

the reagent diatom is excited to its j=1 rotational level from j=0. In particu-

lar, the probability for OH (v=0, j=1) starts with a maximum at low collision

energies, it decreases slowly with the increase of collision energy and finally os-

cillates around ∼0.15 at higher energies. Moreover, a careful look reveals that

rotational excitation to j=1 enhances the probability compared to those for j=0

almost throughout the entire energy range considered here. On the other hand,

a substantial decrease in probability occurs for OH (v=0, j=2) compared to that

of OH (v=0, j=1) [cf., panel (b) and (c)]. This decrease is not so prominent

compared to j=0 probabilities. From panel (d) of Figure 4.3 it can be seen that

probability for OH (v=0, j=3) decreases noticeably compared to that shown in

other panels. Hence, no general trend of variation of probabilities for J=0 with

reagent rotational excitation can be established. The effect of rotational excita-

tion of reagent OH on probabilities shown in different panels of Figure 4.3 can

be partly attributed to the orientation effect [16]. The loss of preferred orienta-

tion for j=1 is compensated by the energy gained by the system through reagent

rotational excitation and the latter enhances the reactivity [see panel (b)]. On

the contrary, huge disruption of the orientation for j=3 is not compensated by

the excess rotational energy and it results a substantial decrease in reactivity [see

panel (d)]. Finally, it can be seen that sharp and intense oscillations found for
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OH (v=0, j=0) are also present in the probability curves for OH (v=0, j=1-3).

The effect of rotationally hot reagent OH on initial state-selected reaction

probabilities for Ω >0 and J >0 is also studied. Probabilities for, C + OH (Ω=1,

v=0, j=1-3) → CO + H, reaction and for J=1 are plotted in panels (a)-(c) of

Figure 4.4. From panel (a) it can be seen that maximum probability for OH

(Ω=1, v=0, j=1) is found below ∼0.06 eV collision energy and except a few

peaks of magnitude ∼0.35 in the ∼0.094-0.12 eV range, the probability oscillates

around ∼0.1 throughout the rest of the energies. The probabilities for OH (Ω=1,

v=0, j=2) consistently oscillate around ∼0.5 from the onset to 0.15 eV collision

energy [see panel (b)]. Finally, form panel (c) it can be found that probability

for OH (Ω=1, v=0, j=3) is maximum within ∼0.13-0.2 eV collision energy range

except a sharp peak present at ∼0.003 eV. Hence all these observations take us to

the conclusion that the probabilities at low collision energies decrease, while they

increase at intermediate energies with reagent rotational excitation. In addition

to this, it is also seen that oscillations in the probabilities persist at higher collision

energies for rotationally excited reagent diatom. Total reaction probabilities for

reagent OH (Ω=2, v=0, j=2-3) and J=2 are shown in panel (d) and (e) of Figure

4.4 as a function of collision energy. The results show that the probabilities

increase with reagent rotational excitation except at very low collision energies

and at ∼0.44 eV. Once again the increase of internal energy of the reactive system

through reagent rotational excitation enhances the reactivity, while the disruption

of the preferred orientation is not too much due to the rapid rotation of the reagent

excited to its j=3 level.
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Figure 4.3: Same as Figure 4.1 but for OH (Ω=0, v=0, j=0-3). All quantum numbers
are given in each panel to show the excitation.
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4.3.1.3 Effect of Ω on probability

The effect of Ω, the quantum number for the projection of J and j, on the total

reaction probabilities for a few values of J and for OH (v=0, j=1) is shown in Fig-

ure 4.5. More specifically, probabilities for OH (Ω=0, v=0, j=1) and OH (Ω=1,

v=0, j=1) are shown in panels (a)-(f) and (g)-(l), respectively, as a function of

collision energy. From different panels of Figure 4.5 it can be seen that probabil-

ities for Ω=1 are comparable with those of Ω=0 upto ∼0.1 eV collision energy,

whereas the former are somewhat less at higher energies. This observation is in

strong contrast to the finding of, C + OH→ CO + H, reaction on its 12A
′′

state.

The probabilities for OH (Ω=1, v=0, j=1) were found to be ∼10 times less than

those for OH (Ω=0, v=0, j=1) in the latter [6]. Furthermore, the effect of Ω on

the probability for OH (v=0, j=1) is also in contrast to the findings for the, S +

OH → SO + H, reaction on its electronic ground state [cf., Figure 3.5].

The effect of Ω on the dynamics is further examined by plotting initial state-

selected probabilities for OH (Ω=0-2, v=0, j=2) and for J=2 in panel (a)-(c) of

Figure 4.6. From panel (a) and (b) it can be seen that probabilities for Ω=1 are

higher than those for Ω=0 except within ∼0.37-0.48 eV collision energy range.

On the contrary, except a few sharp peaks at lower and relatively higher collision

energies, probabilities decrease for Ω=2 compared to those of Ω=1 [cf., panel (b)

and (c)]. The trend of variation of probabilities with Ω found for OH (j=2) and

for J=2 is opposite compared to the finding for the, S + OH→ SO + H, reaction

on its electronic ground state [cf., Figure 3.6].
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Figure 4.5: Same as Figure 4.2 but for reagent OH (v=0, j=1). Probabilities for
OH (Ω=0, v=0, j=1) and OH (Ω=1, v=0, j=1) are shown in panel (a)-(f) and (g)-(l),
respectively. The value of J is shown in each panel.
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4.3.1.4 Effect of vibrationally hot reagent OH on total reaction prob-

ability

Initial state-selected total reaction probabilities for OH (v=0-5, j=0) and for J=0

are shown in panels (a)-(f) of Figure 4.7 as a function of collision energy. Different

quantum numbers are given in each panel to indicate the level of excitation.

It can be seen from Figure 4.7 that reagent vibrational excitation significantly

affects the probabilities. Both the magnitude and pattern of probabilities change

dramatically with vibrationally hot reagent OH. In particular, there is a steady

increase of probability in the ∼0.4-0.5 eV collision energy range with reagent

vibrational excitations. The increase is more prominent for v=0-3 compared to

that for v=3-5. The intensity of oscillations gets decreased in the intermediate

collision energies for OH (v=1, j=0) compared to the intensity for OH (v=0,

j=0) [cf., panel (a) and (b)]. On the contrary, resonances are more dense at

higher energies for OH (v=1, j=0). From panel (c) it is quiet obvious that sharp

oscillations completely disappear for OH (v=2, j=0) at both intermediate and

higher collision energies. Finally, weak oscillations survive only at low collision

energies for OH (v=3-5, j=0) and they are almost washed out completely at

higher energies [see panels (d)-(f) of Figure 4.7]. The energy available to the

system through reagent vibrational excitations and in the form of translational

energy open up more product channels for the dissociation of the intermediate

collision complexes into products and consequently the lifetime of these floppy

intermediates is shortened which is manifested in the smooth probability curves

for vibrationally excited reagent OH. Similar findings are also obtained for the,

S + OH (v=0-5, j=0) → SO + H, reaction on its electronic ground state [see

panels (a)-(f) of Figure 3.7].

The effect of vibrationally hot reagent OH on reactivity is further discussed
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by plotting probabilities for OH (v=1-5, j=0) and for J=20, 40, 60 and 80 in

panels (a)-(t) of Figure 4.8. From panels (a)-(d) it is seen that oscillations are

present for all four J values mentioned here and for OH (v=1, j=0). On the

other hand, oscillations are less dense for J=40 and 60 compared to that of J=20

when reagent OH is excited to its v=2 level, but dense resonances are seen at

high collision energies for J=80 [cf., panel (e)-(h)]. The centrifugal barrier height

becomes very high for J=80 and a large part of the collision energy is spent by

the reactive system to overcome this barrier. As a result, the collision complex

stays inside the well for longer time and produces oscillations in probabilities. On

the contrary, from panels (i)-(t) it can be seen that resonances become less dense

with the increase of J value for OH (v=3-5, j=0). More precisely, probabilities

for J=60 and 80 seem to be smooth functions of collision energy for OH (v=4-

5, j=0) [see panel (o), (p), (s) and (t)]. Finally, it can be seen from Figure 4.8

that for every J value, reagent vibrational excitation increases probability at high

collision energies and makes resonance oscillations less intense. These findings are

more prominent for J=60 and 80.

Thus, the probabilities for different values of J and different levels of vibra-

tional excitations of reagent OH presented in Figure 4.7 and 4.8 reveal that the

magnitude and the pattern of probabilities strongly depend on the value of the

vibrational quantum number, v, of reagent diatom. In summary, vibrationally

hot reagent OH affects initial state-selected probabilities noticeably and it will

be interesting to find how these excitations affect ICSs.
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Figure 4.7: Same as Figure 4.1 but for reagent OH (v=0-5, j=0). Different quantum
numbers are given in each panel to show the level of excitation.
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4.3.2 Initial state-selected and energy resolved ICSs

The findings on the initial state-selected and energy resolved ICSs for the, C +

OH (v=0-2, j=0-1) → CO + H, reaction on its second excited (14A′′) state are

discussed in detail in this section. All partial wave contributions for J=48, 51,

69 and 78 are included for OH (v=0, j=0), OH (v=0, j=1), OH (v=1, j=0)

and OH (v=2, j=0), respectively, to calculated converged cross sections upto

0.25 eV collision energy. The ICSs calculated in the present study are compared

with those obtained on the first excited (12A′′) PES [1,6] in each panel of Figure

4.9. Different quantum numbers are given in each panel to show different levels

of rotational and vibrational excitations of reagent OH. ICSs calculated on the

second (14A′′) and first (12A′′) excited PESs are presented in solid black and red

colour lines (dashed), respectively, in different panels of Figure 4.9. The variation

of ICSs with collision energy is found to be similar on both the PESs [cf., panels

(a)-(d)]. Maximum ICS is found at the onset followed by its rapid decrease within

a very short energy range. Thereafter, smooth decrease of ICSs with collision

energy is seen in all panels of Figure 4.9. Moreover, it is seen that ICSs are larger

on the 12A′′ state compared to those of 14A′′ state and the difference is quite

large at low collision energies. Maximum difference in reactivity on the 12A′′

and 14A′′ states is found for OH (v=0, j=0), whereas, it decreases with reagent

vibrational excitations and becomes least for OH (v=2, j=0). The less reactivity

of the C + OH reaction on its 14A
′′

state was anticipated in section 1.1.2 and

it is due to the barrierless approach of the C atom along a very narrow angular

range and the presence of a barrier at the exit channel. It can also be seen from

Figure 4.9 that resonance oscillations present in the ICSs of present study is more

sharp and intense than the ICSs obtained on the 12A′′ PES [6]. Bulut et al. have

calculated ICSs [12] for the C + OH reaction on its electronic ground PES. A
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careful comparison among all ICSs calculated on the three lowest lying electronic

states of C + OH reaction [cf., Figure 4.9 and Ref. [12]] reveals that the variation

of ICSs with collision energy is similar everywhere but maximum ICS is found on

the electronic ground state due to the highest exoergicity of the reaction on the

latter surface [10].

The effect of Ω, reagent rotational and vibrational excitations on ICSs is shown

in panel (a), (b) and (c) of Figure 4.10, respectively, in different colours and line

types. In particular, the ICSs for OH (Ω=0, v=0, j=1) and OH (Ω=1, v=0,

j=1) are presented by black (solid) and red (dashed) colour lines in panel (a). It

can be seen here that ICS for Ω=1 is larger than for Ω=0 upto ∼0.1 eV collision

energy, whereas they are nearly equal throughout the rest of the energy range.

The probabilities for Ω=0 and Ω=1 of OH (v=0, j=1) are found to be equal upto

∼0.1 eV, whereas, at higher energies probabilities for Ω=0 are higher [see Figure

4.5]. Hence, the value of the degeneracy factor, gk(=1 for Ω=0 and 2 for Ω >0)

[see equation 2.39 in chapter 2] contributes to the larger ICS for Ω=1 upto ∼0.1

eV and nearly equal ICS for both Ω=0 and 1 beyond 0.1 eV collision energy.

The dependence of ICSs on rotational excitations of reagent OH is shown in

panel (b) of Figure 4.10 by plotting the cross sections for OH (v=0 j=0) and

OH (v=0, j=1) as a function of collision energy in black (solid) and red (dashed)

colour lines, respectively. ICSs for OH (v=0, j=1) are obtained by summing up

the contributions from OH (Ω=0) and OH (Ω=1). It is seen in panel (b) that

ICSs increase with reagent rotational excitation within ∼0.018-0.18 eV collision

energy range, whereas, the ICSs correspond to j=0 and 1 are closer to each other

at higher energies. The variations of ICSs for j=0 and j=1 at the onset is little

different from each other. ICSs for OH (v=0, j=0) rises sharply at ∼0.004 eV

prior to a steep fall, whereas, a sharp decrease with a few oscillations is found
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for OH (v=0, j=1). The different behavior of ICSs for rotationally excited and

ground reagent OH results in a cross over at ∼0.008 eV. These observations are in

strong contrast to those found on the electronic ground and first excited PESs of

HCO reactive system. The ICSs are insensitive to reagent rotational excitation on

the electronic ground state [12,17], whereas, reactivity decreases upon excitation

of reagent OH to its j=1 level [6, 13] on its 12A′′ state.

The effect of vibrational excitations of reagent OH on the ICSs is shown in

panel (c) of Figure 4.10. Cross sections for OH (v=0, j=0), OH (v=1, j=0) and

OH (v=2, j=0) are shown in panel (c) as a function of collision energy by black

(solid), red (dashed) and green (dot-dashed) colours, respectively. It is obvious

from panel (c) that reagent vibrational excitation enhances the reactivity and

the enhancement is more prominent when the reagent is excited to its v=1 level.

The effect of reagent vibrational excitation on ICSs for the, C + OH → CO

+ H, reaction on its electronic ground state is also studied by real wave packet

(RWP) and QCT methods [12,17]. The RWP study predicted a decrease of ICSs

at low collision energies (see left-bottom panel of Figure 6 of Ref. [12]), whereas,

no such decrease in ICSs with reagent vibrational excitations is found in QCT

results (cf. Figure 1 and right-bottom panel of Figure 6 of Ref. [17] and Ref. [12],

respectively). ICSs for the, C + OH (v=0-2, j=0) → CO + H, reaction on its

12A′′ state are calculated by Rao et al. [6] by using a TDWP approach. In the

latter study, it is found that ICSs decrease with reagent vibrational excitations at

collision energy less than ∼0.05 eV, while an opposite trend is noticed at higher

energies (>0.1 eV) [cf. Figure 6 of Ref. [6]]. Thus the dependence of ICSs on

vibrationally hot reagent OH found on the second excited state is in contrast to

those found on the electronic ground and first excited states. Moreover, such

enhancement of ICSs with reagent vibrational excitations is also found for the S
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+ OH reaction on its electronic ground state [cf. Figure 3.9 of Chapter 3]

The effect of reagent vibrational excitation on ICSs on the 14A′′ state is found

to be more prominent than on the 12A′′ state [cf. panel (b) of Figure 6 of Ref. [6]

and panel (c) of Figure 4.10]. This observation needs an explanation. The dif-

ferences found in the dynamics observables of the C + OH reaction on its first

(12A′′) and second 14A′′ excited states can be attributed to a difference in the to-

pographies of the underlying surface as the mass combination and the exoergicity

are same on both these excited states. A QCT study of Jorfi et al. reveals that

the reactive system on the 12A′′ PES meets both the wells during its journey from

reagent to product channels and the sole effect of either of these on the dynamics

is minor [cf. Figure 2 of Ref. [13]]. The reactive system glides into the less deeper

COH well at the beginning of the collisions and moves to the deepest HCO well

by crossing the isomerization barrier followed by its dissociation into products.

The HCO complex formed inside the deepest well need not overcome any barrier

to reach at the product valley [see schematic energy diagram of the 12A′′ PES in

Ref. [6]] and hence the topography lacking of any late barrier along the reaction

path hardly brings any noticeable effect on the ICSs. On the other hand, though

the reactive system on the 14A′′ PES proceeds through a similar trajectory via

both the wells, the sole impact of the less deeper COH well on the dynamics is

more significant than the HCO well [5,13]. Moreover, unlike 12A′′ state, the 14A′′

state comprises a late barrier at the exit channel [4]. MEPs constructed by the

method stated in section 2.4 of chapter 2 for few approaches of attacking C atom

at different angles on the 14A′′ PES are shown in panels (a)-(r) of Figure 4.11

to facilitate the discussion. It can be seen from panels (e)-(k) that all favorable

approaches encounter a late barrier of energy more than the reagent channel.

Late barriers are also found on the electronic ground PES of COH system but
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these are energetically lower than reagents. Hence, the topography of the second

excited (14A′′) PES is unique for a barrierless (in the entrance channel) exoer-

gic reaction where a late barrier exists in the product channel. The presence

of this late barrier on the 14A′′ PES causes the enhancement of reactivity with

reagent vibrational excitations and such observations are also found for many

other reactions [18].

Recently, Zanchet et al. have calculated the ICSs for the, C + OH (v=0, j=0)

→ CO + H, reaction on its 14A′′ state by means of a time-dependent method

upto 0.1 eV collision energy. Partial wave contributions for the total angular

momentum, J=0-50, including the Coriolis coupling were considered in their

study [5]. The ICS calculated for OH (v=0, j=0) in the present study within the

CS approximation is found to be little less at lower collision energies compared

to that of Zanchet et al. This difference is expected to be present as the C + OH

reaction takes place on its 14A′′ state via an indirect mechanism where interme-

diate collision complexes are formed and similar observations are also recorded

for many other reactions [15, 19–21]. Moreover, the oscillations present in ICSs

for OH (v=0, j=0) [see Figure 4.10] are more intense in the present study which

includes CS approximation than that of Zanchet et al. [5]. Resonance oscilla-

tions are absent in the latter study as Coriolis coupling assists the intermediate

complexes to dissociate into products and it has a strong influence over reactive

resonances [22,23].

It is to be noted here that the results presented here for the C + OH reaction

are qualitatively in good accord to the observations of reactions between OH and

other open shell atoms (e.g. O, N, S) [8, 14, 24–28]. Dense resonance oscillations

in reaction probabilities and maximum value of ICS at the onset followed by its

decrease at higher energies are also found for the latter reactions. Finally, to the
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best of my knowledge, the present discussion provides the most comprehensive

account on the mechanistic details of the, C + OH → CO + H, reaction on its

three lowest lying electronic states.
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4.4 Summary

A comprehensive theoretical account regarding the effect of internal excitations

of reagent diatom on the initial state-selected dynamics of, C (3P) + OH (X2Π,

v=0-5, j=0-3) → CO (a3Π) + H (2S), reaction occurring on its second excited

(14A′′) state is presented in this chapter. A TDWP approach considering CS

approximation is employed to calculate probabilities for OH (v=0-5, j=0-3) upto

0.5 eV collision energy and ICSs for OH (v=0-2, j=0-1) upto 0.25 eV collision

energy. Dense oscillations are found in total reaction probabilities due to the

formation of intermediate collision complexes inside the deep potential wells on

the underlying surface. Less exoergicity also makes the dissociation of the in-

termediate complexes into products difficult due to an increase of their lifetime.

A dramatic change in the pattern of these resonances is found due to reagent

vibrational excitations. The resonances survive in ICSs at low collision energies

and these are more intense for OH (v=0, j=0). Rotational and vibrational exci-

tations of reagent OH affect ICSs differently. ICS decreases at very low collision

energies, it increases at intermediate collision energies with the increase of j value

of reagent OH. On the other hand, except at very low collision energies and for

OH (v=2, j=0), vibrational excitation increases the reactivity. The enhancement

of ICSs with vibrationally hot reagent OH is attributed to the presence of a bar-

rier along the reaction path at the exit channel. This barrier at the exit channel

makes the surface topography unique for this particular insertion type reaction.

Finally, it is found that the total reaction probabilities for J=0 and OH (v=0,

j=0) reported here are in good agreement with those obtained by TIQM and

another time-dependent quantum mechanical studies [4, 5].
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Chapter 5

State-to-state dynamics of C +

OH (v, j=0) reaction on its

excited states

5.1 Introduction

The comparison of the initial state-selected dynamics results of the, C (3P) + OH

(X2Π) → CO (a3Π) + H (2S), reaction on its excited (12A′′ and 14A′′) states [1]

and relevant discussions made in chapter 4 motivated us to extend the investi-

gation at the state-to-state level in order to find the mechanistic details of this

reaction in more detail. An attempt is made here towards this direction. Total

and state-to-state reaction probabilities upto 0.5 eV collision energy of the, C +

OH (v, j=0) → CO + H, reaction and for J=0 are calculated on the first (12A′′)

and second (14A′′) excited states. The effect of vibrationally hot reagent OH on

reaction probabilities and product vibrational level distributions at five different

collision energies are also reported here. The results are compared with those
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available in the literature.

5.2 Theoretical and computational details

Product Jacobi coordinate based TDQM method where only the real part of an

WP is propagated is adopted here. The methodology is discussed in detail in

section 2.3.

5.3 Results and discussions

5.3.1 Dynamics results on the second excited (14A′′) state

of HCO reactive system

5.3.1.1 Total reaction Probabilities for OH (v=0-2, j=0) and for J=0

Energy resolved total reaction probabilities for the, C + OH (v=0, j=0) → CO

(
∑
v′,
∑
j′) + H, reaction on its 14A′′ state and for J=0 are plotted in panel (a)

of Figure 5.1 as a function of collision energy. Numerous resonance oscillations are

found in total reaction probabilities due to the formation of intermediate collision

complexes inside the wells present on the underlying PES [1] (see also Figure 1.4).

Total reaction probabilities for the C + OH reaction occurring on its 14A′′ state

are reproduced from Ref. [2] and [3] and presented in panel (b) and (c) of Figure

5.1 for comparison. The probabilities shown in Figure 5.1 [(b) and (c)] are also

shown in panel (a) and (b) of Figure 4.1, respectively. It can be seen from panel

(a)-(c) of Figure 5.1 that the probabilities calculated in different studies are in

excellent agreement among themselves. Probability is maximum at low collision

energies followed by a drop at ∼ 0.075 eV. The latter gets an average value of ∼0.3
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within ∼0.11-0.2 eV collision energy range and afterwards it oscillates around

∼0.2 upto ∼0.4 eV collision energy. The magnitude of probability decreases at

higher collision energies.

Energy resolved total reaction probabilities calculated in the present study for

OH (v=1, j=0) and OH (v=2, j=0) are presented in panel (a) and (c) of Figure

5.2, respectively. Total reaction probabilities calculated by Goswami et al. by

employing a TDWP propagation approach are reproduced from Ref. [2] and pre-

sented here in panel (b) and (d) of Figure 5.2 in order to compare with present

results. The latter are also shown in panel (b) and (c) of Figure 4.7. It can be

seen from Figure 5.2 that the present results are in good agreement with those of

Goswami et al.. Such good agreements found here between the results of present

study and those available in literature presented in Figure 5.1 and Figure 5.2

confirms the correctness of the results of the present study. Numerous test calcu-

lations are carried out separately for reagent OH (v=0, j=0), OH (v=1, j=0) and

OH (v=2, j=0) to achieve good convergence. The converged parameters are listed

in Table 5.1, Table 5.2 and Table 5.3 for OH (v=0, j=0), OH (v=1, j=0) and OH

(v=2, j=0), respectively. From the number of grid points along the three product

Jacobi coordinates and the number of iteration steps required for the dynamics

study, it is easily understandable that the calculations are computationally very

expensive. Moreover, it is worthwhile to mention here that adequate number of

product rotational level were to be included to assure all open product channels

are accounted for at a given energy in each calculation. Resonance oscillations

decrease at intermediate collision energy range for OH (v=1, j=0) compared to

those of OH (v=0, j=0) [cf. Figure 5.1(a) and 5.2(a)]. Furthermore, from panel

(c) of Figure 5.2, it can be seen that sharp oscillations are almost washed out at

intermediate and higher collision energies for OH (v=2, j=0).
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Table 5.1: Details of grid parameters, properties of initial WP and the absorption
function used to obtain the dynamics results for the, C + OH (v=0, j=0)→ CO + H,
reaction on its second excited (14A′′) state.

Parameter Value Description
NR/Nr/Nγ 239/359/100 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.094/28.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.094/17.9902 Extension of the grid along rc
R∞ (a0 ) 12.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 15.0 /14.00 Starting point of the absorption

function along Rc and rc
Cabs/cabs 0.5/0.5 Strength of absorption along Rc and rc
R0 (a0 ) 11.5 Center of initial wave packet in

reagent Jacobi coordinate
Etrans (eV) 0.135 Initial translational energy in eV
α 11.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 120000 Number of iteration steps
nvab 6 Number of vibrational levels of product diatom
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Table 5.2: Details of grid parameters, properties of initial WP and the absorption
function used to obtain the dynamics results for the, C + OH (v=1, j=0)→ CO + H,
reaction on its second excited (14A′′) state.

Parameter Value Description
NR/Nr/Nγ 239/383/100 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.094/28.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.094/17.9902 Extension of the grid along rc
R∞ (a0 ) 12.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 15.0 /13.50 Starting point of the absorption

function along Rc and rc
Cabs/cabs 0.5/0.5 Strength of absorption along Rc and rc
R0 (a0 ) 12.5 Center of initial wave packet in

reagent Jacobi coordinate
Etrans (eV) 0.135 Initial translational energy in eV
α 11.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 150000 Number of iteration steps
nvab 8 Number of vibrational levels of product diatom
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Table 5.3: Details of grid parameters, properties of initial WP and the absorption
function used to obtain the dynamics results for the, C + OH (v=2, j=0)→ CO + H,
reaction on its second excited (14A′′) state.

Parameter Value Description
NR/Nr/Nγ 239/439/130 Number of grid points along the three

product Jacobi coordinates, Rc, rc
and γc, respectively.

Rmin/Rmax (a0 ) 0.094/28.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.094/22.0 Extension of the grid along rc
R∞ (a0 ) 12.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 15.0 /13.50 Starting point of the absorption

function along Rc and rc
Cabs/cabs 0.5/0.7 Strength of absorption along Rc and rc
R0 (a0 ) 12.5 Center of initial wave packet in

reagent Jacobi coordinate
Etrans (eV) 0.135 Initial translational energy in eV
α 15.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 150000 Number of iteration steps
nvab 10 Number of vibrational levels of product diatom
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5.3.1.2 Product vibrational level resolved probabilities for OH (v=0-

2, j=0) and for J=0

Product vibrational level resolved reaction probabilities of the, C + OH (v, j=0)

→ CO (v′,
∑
j′) + H (2S) reaction on its second excited (14A′′) state and for

J=0 are shown in Figure 5.3, Figure 5.4 and Figure 5.5 for reagent OH (v=0),

OH (v=1) and OH (v=2), respectively.

From panel (a)-(f) of Figure 5.3 it can be seen that v′=0 and 1 mainly con-

tribute to the total reaction probabilities for J=0 and for OH (v=0, j=0). Reso-

nance oscillations are found in the probabilities for all v′ of product diatom. Jorfi

et al. [4] have also studied the dynamics of the, C + OH (v=0, j=0), reaction on

its 14A′′ state by employing TIQM method. Product vibrational level resolved

reaction probabilities for CO (v′=0-3) reproduced from Ref. [4] are shown by

dashed (red) lines in panel (a)-(d) of Figure 5.3. On comparison with the results

of present study [shown by solid (black) lines, cf. panel (a)-(d)] of Figure 5.3,

it can be seen that despite some quantitative difference, qualitatively they are

in good agreement among themselves. From Figure 5.3(d) it can be seen that a

threshold for the reaction appears for CO (v′=3). The threshold appears as the

ro-vibrational energy of product CO (v′=3, j′=0) (∼0.31 eV) is higher than the

ro-vibrational energy of reagent OH (v=0, j=0) (∼0.23 eV). The energy threshold

further increases for higher v′ of product CO diatom.

Product vibrational level resolved reaction probabilities for OH (v=1, j=0)

and OH (v=2, j=0) are shown in Figure 5.4 [(a)-(h)] and Figure 5.5 [(a)-(j)],

respectively. It can be seen from these two figures that more product channels

open up with reagent vibrational excitation. Thus, a part of reagent vibrational

energy is used to produce products in excited vibrational levels. The major con-

tribution comes from the v′=0-2 [cf. Figure 5.4 ((a)-(c))] and v′=0-4 [cf. Figure
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5.5 ((a)-(e))] levels of product CO diatom to the total reaction probabilities for

OH (v=1, j=0) and OH (v=2, j=0), respectively. Moreover, an energy threshold

is found from v′=5 (see panel (f) of Figure 5.4) and v′=8, (see panel (i) of Figure

5.5).

5.3.1.3 Product vibrational level distribution at five different collision

energies

Product vibrational level distribution of the, C + OH (v=0-2, j=0) → CO + H,

reaction on the 14A′′ state at five different collision energies (0.01 eV, 0.05 eV, 0.1

eV, 0.3 eV and 0.5 eV) and for J=0 are shown in Figure 5.6 in different colours

and line types. In particular, distributions for OH (v=0, j=0), OH (v=1, j=0)

and OH (v=2, j=0) are presented in panel (a), (b) and (c) of Figure 5.6 as a

function of v′ (quantum number for product vibrational level). The distribution

is found to be statistical at all five different collision energies for OH (v=0, j=0)

(cf. panel (a) of Figure 5.6). Jorfi et al. also calculated product vibrational level

distributions by using a TIQM method [4] for reagent OH (v=0, j=0). Despite

quantitative differences, qualitatively the distributions reported in the present

study are fairly in good agreement with those of Jorfi et al. (cf. Figure 5 of

Ref. [4] and panel (a) of Figure 5.6 here) except at ∼0.5 eV. At 0.5 eV collision

energy, Jorfi et al. obtained little more probability for v′=2 compared to v′=1 [4].

The quantitative difference found in the distribution between the results of Jorfi

et al. and present study is attributed to the different theoretical techniques

employed in these studies.

From panel (b) of Figure 5.6 it can be seen that except at 0.01 eV and 0.50

eV collision energies, the distributions are statistical for OH (v=1, j=0). On

the contrary, except at 0.05 eV collision energy, product vibrational level dis-
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tributions are found to be inverted for OH (v=2, j=0) (cf. panel (c) of Figure

5.6). Thus, from different panels of Figure 5.6, it can be seen that with reagent

vibrational excitation, product vibrational level distributions become more non-

statistical and hence the reaction mechanism becomes more direct in nature. The

broadening and the decrease of the intensity of resonance oscillations with reagent

vibrational excitation (cf. Figure 5.2) is also a manifestations of the fact that the

mechanism becomes more direct with reagent vibrational excitation.

5.3.1.4 Product rotational level resolved probabilities for OH (v=0-2,

j=0) and for J=0

State-to-state reaction probabilities of the, C + OH (v=0-2, j=0) → CO (v′=0,

j′=5, 15, 25) + H, reaction on its 14A′′ states are shown in different panels of

Figure 5.7 as a function of collision energy. It can be seen from Figure 5.7 that

probabilities decrease with the increase of product diatom rotational excitation

for reagent OH (v=0-2, j=0). It is worthwhile to mention here that despite a

difference in the magnitude, similar findings are also observed for CO (v′=1).

Jorfi et al. have also reported the product rotational level resolved probabilities

for the C + OH (v=0, j=0) → CO (v′=0, j′) + H reaction (see Figure 4 of

Ref. [4]). The probabilities for CO (v′=0, j′=5, 15) calculated in the present

study is found to be in fair agreement with those of Jorfi et al. [cf. panel (a) and

(b) of Figure 5.7 and Figure 4 of Ref. [4]].
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5.3.2 Dynamics results on the first excited (12A′′) state of

HCO reactive system

5.3.2.1 Total reaction Probabilities for OH (v=0-1, j=0) and for J=0

Energy resolved total reaction probabilities for the C + OH (v=0-1, j=0) → CO

(
∑
v′,
∑
j′) + H reaction on the first excited (12A′′) state [1] of HCO reactive

system and for J=0 are shown in Figure 5.8. In particular, probabilities for OH

(v=0, j=0) and for OH (v=1, j=0) calculated in the present study are shown in

panel (a) and (c) of Figure 5.8. Intense resonance oscillations are found in total

reaction probabilities due to the formation of collision complexes inside the wells

present on the underlying PES [1] (see also Table 1.4). From panel (a) it can

be seen that maximum reaction probabilities for OH (v=0, j=0) are found at

low collision energies and it oscillates around ∼0.2 within ∼0.1-0.2 eV collision

energy. At higher energies the latter increases and it oscillates around ∼0.25.

Rao et al. [5] has investigated the initial state-selected dynamics of the C + OH

reaction on its first excited state by using a TDWP propagation approach . Total

reaction probabilities for OH (v=0, j=0) are reproduced from Ref. [5] and are

presented in panel (b) of Figure 5.8 for the ease of comparison. From panel (a)

and (b) it can be seen that the probabilities calculated in present study are in

good agreement with those obtained by Rao et al. except at very low collision

energies. This discrepancy can be attributed to the use of two different kinds of

initial wave packet. In the present study, a sinc WP [6] is used, whereas, Rao

et al. used a GWP in their calculation. Nonetheless attempts are being made

presently to remove this little discrepancy. Such a good agreement confirms the

correctness of the results of present study. Numerous test calculations are carried

out to achieve a good convergence for the C + OH reaction on the first excited
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Table 5.4: Details of grid parameters, properties of initial WP and the absorption
function used to obtain the dynamics results for the, C + OH (v=0, j=0)→ CO + H,
reaction on its first excited (12A′′) state.

Parameter Value Description
NR/Nr/Nγ 299/539/125 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.1/28.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.1/18.0 Extension of the grid along rc
R∞ (a0 ) 17.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 18.5 /14.00 Starting point of the absorption

function along Rc and rc
Cabs/cabs 0.5/0.5 Strength of absorption along Rc and rc
R0 (a0 ) 10.5 Center of initial wave packet in

reagent Jacobi coordinate
Etrans (eV) 0.145 Initial translational energy in eV
α 12.5 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 180000 Number of iteration steps
nvab 6 Number of vibrational levels of product diatom

state. Furthermore, convergence is checked separately for OH (v=0, j=0) and

OH (v=1, j=0) and the parameters used in the present study are listed in Table

5.4 and Table 5.5. From the grid parameters and the number of time steps for

the propagation of the WP present in these two tables, it is easily understandable

that the calculation are computationally very expensive like the dynamics study

on the 14A′′ state mentioned previously. A comparison between the probabilities

shown in panel (a) and (c) of Figure 5.8 reveals that the total reaction probability

decreases with reagent vibrational excitation. Unlike the probabilities for OH

(v=1, j=0) on the 14A′′ state, oscillations persist throughout the energy range

on the 12A′′ state (cf. panel (a) of Figure 5.2 and panel (c) of Figure 5.8).
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Table 5.5: Details of grid parameters, properties of initial WP and the absorption
function used to obtain the dynamics results for the, C + OH (v=1, j=0)→ CO + H,
reaction on its first excited (12A′′) state.

Parameter Value Description
NR/Nr/Nγ 299/539/125 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.1/28.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.1/18.0 Extension of the grid along rc
R∞ (a0 ) 18.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 19.5 /13.00 Starting point of the absorption

function along Rc and rc
Cabs/cabs 0.5/0.5 Strength of absorption along Rc and rc
R0 (a0 ) 10.5 Center of initial wave packet in

reagent Jacobi coordinate
Etrans (eV) 0.145 Initial translational energy in eV
α 12.5 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 180000 Number of iteration steps
nvab 8 Number of vibrational levels of product diatom
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5.3.2.2 Product vibrational level resolved probabilities for OH (v=0-

1, j=0) and for J=0

Product vibrational level resolved reaction probabilities for the C + OH (v=0,

j=0)→ CO (v′,
∑
j′) + H reaction on its 12A′′ state are presented in Figure 5.9.

It can be seen from this figure that v′=0-2 levels mainly contribute to the total

reaction probabilities for J=0. Moreover, an energy threshold starts to appear for

v′=3 onwards. It is to be noted here that Rao made an attempt to calculate state-

to-state dynamical attributes for this reaction on the 12A′′ state and preliminary

results are reported in his Ph. D thesis [7]. But it was mentioned that the used

parameters were not converged properly and hence no attempt is made here to

compare present results with those given in Ref. [7]. On the other hand, Jorfi et

al. [8] studied the state-to-state dynamics of the C + OH (v=0, j=0) reaction on

the first excited state by employing a TIQM method . Reaction probabilities for

CO (v′=3) is reproduced from Figure 2 of Ref. [8] and are compared with present

results in panel (d) of Figure 5.9. A fair agreement is found here between the

results of these two studies.

Product vibrational level resolved probabilities for OH (v=1, j=0) are pre-

sented in different panels of Figure 5.10. Quantum number of the vibrational level

of product diatom is given in each panel. It can be seen from this figure that

resonance oscillations are present for all v′ and v′=0-5 contribute almost equally

to the total reaction probabilities for J=0. This is in sharp contrast to those

obtained for the C + OH reaction on its 14A′′ state. Vibrationally hot product

diatoms are found to contribute more towards the total reaction probabilities on

the first excited (12A′′) state compared to that on the second excited (14A′′) state

[cf. Figures 5.3, 5.4, 5.9, and 5.10]. But like 14A′′ state, more product channels

also open up with reagent vibrational excitation on the first excited (12A′′) state
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[cf. Figure 5.9 and Figure 5.10].

5.3.2.3 Product vibrational level distribution at five different collision

energies

Product vibrational level distributions at five different collision energies (0.01 eV,

0.05 eV, 0.1 eV, 0.3 eV and 0.5 eV collision energies) are presented in panel (a)

and (b) of Figure 5.11 for OH (v=0, j=0) and OH (v=1, j=0), respectively. From

panel (a) it can be seen that except at 0.3 eV collision energy, the distributions

are non-statistical. This is in contrast to those obtained on the second excited

(14A′′) state (cf. panel (a) of Figure 5.6). On the other hand, distributions are

found to be inverted at all five collision energies considered here for OH (v=1,

j=0) on the 12A′′ state (see panel (b) of Figure 5.11). On the contrary, from panel

(b) of Figure 5.6 it can be seen that at 0.01 eV and 0.50 eV collision energies

the distributions are inverted on the 14A′′ state. The difference in the product

vibrational level distributions for J=0 reaction probabilities on the 12A′′ and 14A′′

states of HCO reactive system primarily suggests different mechanism for the C

+ OH reaction on these two states.

Finally, it is worthwhile to mention here that Jorfi et al. have also reported

the product vibrational level distribution for the C + OH (v=0, j=0) reaction

on the 12A′′ state (see Figure 4 of Ref. [8]). But the agreement with the present

results (cf. panel (a) of Figure 5.11) is not as good as it is found for the 14A′′

state.
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5.4 Summary

A preliminary theoretical account addressing the effects of reagent vibrational

excitations on the state-to-state reaction probabilities and product vibrational

level distributions for the total angular momentum quantum number, J=0 at

five different collision energies is given in this chapter. Predominant inverted

distribution is found on first excited (12A′′) PES, whereas, it is obvious only for

OH (v=2, j=0) on the second excited (14A′′) PES. Furthermore, unlike 14A′′

PES, where only lower vibrational levels of product CO contribute noticeably,

vibrationally hot product diatoms are found to contribute significantly to the

total reaction probabilities on the 12A′′ PES. All these findings together suggest

different mechanisms to govern the dynamics of the, C + OH→ CO + H, reaction

on the first (12A′′) and second (14A′′) excited states.
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Chapter 6

The H + H2 → H2 + H reaction

with vibrationally excited

reagent H2

6.1 Introduction

The effect of vibrational excitation of reagent H2 on the state-to-state dynamics

of the benchmark, H + H2 → H2 + H, reaction is presented in this chapter. The

BKMP2 PES [1] describing the electronic ground state of H3 reactive system is

used in the present study. Total and product vibrational level resolved reaction

probabilities as a function of collision energy, ICSs, product vibrational level

distributions and DCSs as a function of scattering angle at few collision energies

are calculated by using a TDQM method. In particular, the real wave packet

methodology of Gray et al. [2] is employed here.

190
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6.2 Theoretical and computational details

Product Jacobi coordinate based TDQM method to calculate state-to-state dy-

namical attributes is followed here and in this approach only the real part of the

WP is propagated. The methodology is discussed in detail in section 2.3 and

hence it is not reiterated here.

6.3 Results and discussions

6.3.1 Reaction probabilities

6.3.1.1 Total reaction probabilities for J=0

Energy resolved total reaction probabilities of the, H + H2(v=0-5, j=0) →

H2(
∑
v′,
∑
j′) + H, reaction for the total angular momentum quantum num-

ber, J=0, are plotted as a function of collision energy in Figure 6.1. Converged

reaction probabilities are calculated upto 1.25 eV collision energy. Probabilities

for reagent H2 prepared in different vibrational levels (v) are shown in different

colours in Figure 6.1. It can be seen from Figure 6.1 that with reagent vibra-

tional excitations, the onset of the reaction shifts towards lower collision energies.

Finally, the reaction becomes barrierless when the regent diatom is excited to its

5th and 6th (v=4 and 5, respectively) vibrational levels. Hence, a reaction with a

classical barrier of ∼0.42 eV [3] becomes barrierless upon excitation of the reagent

diatom to its higher vibrational levels. Furthermore, it can be seen from Figure

6.1 that except for a few energies, vibrational excitation enhances the reactivity

and dense resonance structure appears at low collision energies for v=3, 4 and 5.

It is worthwhile to mention here that numerous test calculations are carried

out to achieve good convergence of probabilities for J=0 and for every vibrational
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level of reagent H2. The converged parameters obtained for J=0 are used in all

remaining calculations for J >0. Converged parameters for reagent H2 prepared

at v=0, 4 and 5 levels are given in Table 6.1, Table 6.2 and Table 6.3, respec-

tively. It can be seen form these tables that the number of grid points along Rc,

rc and γc and the propagation time increase with reagent vibrational excitations.

Therefore, calculations become computationally very expensive for vibrationally

hot reagent H2. It is to be noted here adequate number of rotational levels of

product diatom are considered in each calculation to account for all possible prod-

uct channels. Furthermore, the reagent diatom is kept in its ground rotational

level in the present study.

6.3.1.2 Product vibrational level resolved reaction probabilities for

J=0

Product vibrational level resolved reaction probabilities for the, H + H2(v=0-

5, j=0) → H2(v′,
∑
j′) + H, reaction are presented in panel (a)-(f) of Figure

6.2 as a function of collision energy. Vibrational quantum number, v of reagent

H2 is shown in each panel and the probabilities for different v′ are shown in

different colours and line types. From different panels of Figure 6.2 it can be

seen that more vibrational levels of product diatom are populated with reagent

vibrational excitation. This can be attributed to the enhancement of the total

reaction probabilities with reagent vibrational excitation (cf. Figure 6.1). Hence,

the additional energy supplied to the vibrational degrees of freedom of the reagent

is utilized by the reactive system to open up more product channels. From panel

(e) and (f) of Figure 6.2 it can be seen that the H-exchange reaction becomes

barrierless (it is also seen in Figure 6.1) but obvious threshold is present for the

formation of the product at higher vibrational levels. Moreover, dense resonance
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oscillations are found (cf. panel (d), (e) and (f)) at low collision energies and for

low v′ values. The most interesting observation that can be made form Figure

6.2 that except at high collision energies for reagent H2 (v=5), the formation of

the product diatom at the same vibrational level as of reagent is most probable.

It will be very interesting to see whether the same trend is followed in product

vibrational level resolved ICSs as contributions from total angular momentum

quantum number J >0 will also be present there.

6.3.1.3 Total reaction probabilities for J >0

Energy resolved total reaction probabilities for J > 0 are also calculated by

including Coriolis coupling in the present study. Total reaction probabilities for

few J values and for reagent H2(v=0-5, j=0) are presented in panel (a)-(f) of

Figure 6.3. The vibrational quantum number of reagent H2 and the value of

every J are given in each panel of Figure 6.3. Probabilities for J=15 and for

H2(v=0, j=0) are in excellent agreement with those obtained by Zhao et al. (cf.

Figure 1 of Ref. [4] and panel (a) of Figure 6.3). The onset of the reaction shifts

towards higher collision energies with the increase of J due to the increase of

the height of teh centrifugal barrier. Moreover, it is found from Figure 6.3 that

the energy supplied to the vibrational degrees of freedom of the reagent diatom

helps the system to overcome the centrifugal barrier and consequently substantial

reaction occurs at higher J values also.
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Table 6.1: Details of grids, initial WP parameters and the absorption function used
in the dynamics calculations of the, H + H2(v = 0, j = 0)→ H2 + H, reaction.

Parameter Value Description
NR/Nr/Nγ 143/139/60 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.2/15.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.5/14.5 Extension of the grid along rc
Rd (a0 ) 8.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 8.50 /8.00 Starting point of the absorption along Rc and rc
Cabs/cabs 20.00/20.00 Strength of absorption along Rc and rc
R0 (a0 ) 7.0 Center of initial wave packet in reactant

Jacobi coordinate
Etrans (eV) 0.7 Initial translational energy in eV
α 8.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 3000 Number of iteration steps
nvab 3 number of vibrational levels of product diatom



6.3. Results and discussions 196

Table 6.2: Same as in Figure 6.1, for the, H + H2(v = 4, j = 0)→ H2 + H, reaction.

Parameter Value Description
NR/Nr/Nγ 263/179/130 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.2/30.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.5/30.0 Extension of the grid along rc
Rd (a0 ) 12.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 12.50 /11.50 Starting point of the absorption along Rc and rc
Cabs/cabs 20.00/12.00 Strength of absorption along Rc and rc
R0 (a0 ) 10.0 Center of initial wave packet in reactant

Jacobi coordinate
Etrans (eV) 0.7 Initial translational energy in eV
α 12.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 16000 Number of iteration steps
nvab 8 number of vibrational levels of product diatom
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Table 6.3: Same as in Figure 6.1, for the, H + H2(v = 5, j = 0)→ H2 + H, reaction.

Parameter Value Description
NR/Nr/Nγ 263/219/145 Number of grid points along the three

product Jacobi coordinates, Rc, rc and
γc, respectively.

Rmin/Rmax (a0 ) 0.2/35.0 Extension of the grid along Rc

rmin/rmax (a0 ) 0.5/35.0 Extension of the grid along rc
Rd (a0 ) 12.00 Location of the dividing surface

in the product channel
Rabs/rabs (a0 ) 13.50 /11.00 Starting point of the absorption along Rc and rc
Cabs/cabs 20.00/20.00 Strength of absorption along Rc and rc
R0 (a0 ) 9.5 Center of initial wave packet in reactant

Jacobi coordinate
Etrans (eV) 0.7 Initial translational energy in eV
α 12.00 Width of initial wave packet
βs 0.5 Smoothing of initial wave packet
nstep 18000 Number of iteration steps
nvab 9 number of vibrational levels of product diatom

6.3.2 Opacity functions

Opacity functions, (2J + 1)PJ(E), as a function of the total angular momentum

quantum number, J at a fixed collision energy are shown in panel (a)-(f) of Figure

6.4. The opacity functions are calculated at 1.25 eV collision energy for reagent

H2 (v=0-4), whereas, for reagent H2 (v=5, j=0), it is calculated at 0.25 eV. It

can be seen from each panel of Figure 6.4 that the opacity function increases

monotonically with the increase of J from a value close to 0 and reaches to a

maximum at an intermediate value of J before falling down to zero at higher

J values. It is revealed by these opacity functions that calculation of energy

resolved S-matrix elements upto J=29, 35, 40, 45 and 49 are enough to achieve

converged cross sections upto 1.25 eV collision energy for v=0-4 levels of reagent

H2. Whereas, contribution of the total angular momentum upto J=26 is adequate
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to calculate converged cross section upto 0.25 eV collision energy for reagent H2

(v=5, j=0)(see panel (f) of Figure 6.4).

6.3.3 Integral reaction cross sections

6.3.3.1 Total integral reaction cross sections

Total ICSs of the, H + H2 (v=0-4, j=0)→ H2(
∑
v′,
∑
j′) + H, reaction on its

electronic ground state are shown in Figure 6.5 as a function of collision energy

in different colours. It can be seen from this figure that similar to total reaction

probabilities (cf. Figure 6.1), reactivity is enhanced with reagent vibrational ex-

citations and the reaction with a threshold for H2(v=0, j=0) becomes barrierless

for H2(v=4, j=0). Moreover, it can be seen here that from the onset of the reac-

tion, the ICSs rise smoothly with the increase of collision energy for H2(v=0-3,

j=0). Similar behavior of ICSs is also found earlier for H2(v=0-2, j=0) by Barg et

al. [5]. In the latter study, QCT method and the LSTH PES [6,7] are employed.

On the contrary, the variation of total ICSs for H2(v=4, j=0) is somewhat dif-

ferent from the others (cf. Figure 6.5). The latter rises sharply at low collision

energies with dense resonance structures followed by a smooth variation with the

increase of collision energy. Thus, the resonance structures found in the total

reaction probabilities for J=0 (see Figure 6.1) survive for H2 (v=4, j=0) but

washed out for H2(v=3, j=0). It is worthwhile to mention here that the pattern

and the magnitude of the total ICSs for H2(v=0-1, j=0) are in good agreement

with those calculated by Jiang et al. (cf. Figure 2 of Ref. [8]). In the latter study

of Jiang et al., the excitation functions are presented as a function of total energy.
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6.3.3.2 Product vibrational level resolved integral reaction cross sec-

tions

Product vibrational level resolved ICSs for the H + H2(v=0-5, j=0) → H2(v′,∑
j′) reaction are shown in panel (a)-(f) of Figure 6.6 in different colour lines as

a function of collision energy. In particular, ICSs for reagent H2(v=0-4, j=0) are

shown upto 1.25 eV collision energy [see panel (a)-(e)], whereas, for reagent H2

(v=5, j=0) are shown upto 0.25 eV [cf. panel (f)]. It can be seen from Figure

6.6 that resonance oscillations are present at low collision energies for reagent

H2(v=4-5, j=0). Such oscillations are not found in the product vibrational level

resolved ICSs when the reagent diatom is prepared at lower vibrational levels,

v=0-3. Furthermore, the preference for the formation of the product diatom at

the same vibrational level of the reagent diatom found in Figure 6.2 is not followed

here in the state-to-state ICSs (cf. Figure 6.6) except for reagent H2 (v=0, j=0).

6.3.3.3 Product vibrational level distributions at different collision

energies

Product diatom vibrational level distributions of the, H + H2(v = 1−4, j = 0)→

H2(v
′
,Σj

′
) + H, reaction at five different collision energies, 0.25 eV, 0.50 eV, 0.75

eV, 1.00 eV and 1.25 eV are shown in panel (a)-(t) of FIG. 6.7. It can be seen

from FIG. 6.7 that with an increase of collision energy, the maximum of the dis-

tribution shifts towards lower vibrational quantum number, v
′
, irrespective of the

vibrational level of reagent H2. Specifically, for H2(v = 1, j = 0), the distribu-

tion becomes completely statistical at 1.00 eV and 1.25 eV collision energy. On

the other hand, at a fixed collision energy, distribution becomes wider and the

maximum shifts towards higher vibrational levels with vibrational excitation of

reagent H2. For example, from panel (e) and (t) of FIG. 6.7 it can be seen that a
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statistical distribution for H2(v = 1, j = 0) gets inverted showing the maximum

at v
′
=2 for H2(v = 4, j = 0) at 1.25 eV collision energy. Hence, the two kinds

of energies, the collision energy and the energy supplied to the vibrational de-

grees of freedom of reagent diatom affect product vibrational level distribution in

opposite ways.

6.3.4 Differential cross sections

6.3.4.1 Total differential cross sections

The effects of vibrationally hot reagent H2 and collision energy on the total DCSs

are shown in panel (a)-(j) of Figure 6.8 at five different collision energies (0.25 eV,

0.50 eV, 0.75 eV, 1.00 eV and 1.25 eV). In particular, the effect of collision energy

on the DCSs for reagent H2(v=0-4, j=0) are shown in panel (a)-(e). It can be seen

from panel (a)-(e) that forward scattering increases with an increase of collision

energy. On the other hand, the effects of reagent vibrational excitation on the

total DCSs are shown in panel (f)-(j), shows forward scattering is preferred with

reagent vibrational excitations at each collision energy. Hence, unlike product

vibrational level distribution shown in Figure 6.7, the two different kinds of energy

available to the reagent system affect total DCSs in the same way.

6.3.4.2 State-to-state differential cross sections

The effect of reagent vibrational excitations on the state-to-state DCSs of the, H

+ H2(v=0-4, j=0) → H2(v′=0, j′=0-6) + H, reaction at 1.25 eV collision energy

is shown in Figure 6.9. From the panels of the first column of Figure 6.9 it can

be seen that forward scattering decreases for rotationally hot product diatom

and sideways scattering seems to be preferred for the reagent H2(v=0, j=0). In
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contrary, the forward scattering occurs for j′=0-6 for reagent H2(v=3-4, j=0) (cf.

see the panels of the last two columns of Figure 6.9). Thus, it can be inferred

that the reaction dynamics follows different mechanistic path depending on the

vibrational level of reagent H2.

The DCSs for the, H + H2(v=2-4, j=0)→ H2(v′=1, j′=0-6) + H, reaction at

1.25 eV collision energy is presented in Figure 6.10 as a function of the scattering

angle, θ. Whereas, DCSs for product H2(v′=4, j′=0-5) are presented in Figure

6.11. From panel (a)-(f) of Figure 6.10 and Figure 6.11, it can be seen that the

pattern of the DCSs of product H2 (v′=1, j′=0-5) and H2 (v′=4, j′=0-5) does not

change significantly for the reagent H2(v=2, j=0). Similar observations are made

for reagent H2(v=3-4, j=0) (cf. panels in second and third columns of Figures

6.10 and Figure 6.11, respectively.). Hence, unlike the observations of Jankunas et

al. [3] for the H + D2(v=0) reaction, the mechanism for the formation of product

H2(v′=1 and 4) at 1.25 eV collision energy remains similar for the H + H2(v=2-4,

j=0) reaction for j′=0-5 of product H2. Furthermore, sharp resonance oscillations

are found in case of forward scattering only (cf. Figure 6.10 and Figure 6.11).
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6.4 Summary

A comprehensive account of the effects of reagent vibrational excitations on the

dynamics of the benchmark, H + H2 → H2 + H, reaction on its electronic ground

BKMP2 [1] PES is carried out by employing a TDQM method (see section 2.3).

State-selected and state-to-state dynamical attributes are calculated for reagent

H2(v=0-5, j=0). Reactivity increases with reagent vibrational excitation. The

collision energy and the internal energy of the reagent diatom through its vibra-

tional excitation affect the product vibrational level distribution in a reverse way,

i. e. the maximum of the distribution shifts towards lower vibrational quantum

number with an increase of collision energy and the maximum shifts towards

higher vibrational level with reagent vibrational excitation. Whereas, these two

types of energy affect the total DCSs similarly. Forward scattering increases with

reagent vibrational excitations and with the increase of collision energy. Differ-

ent mechanisms govern the dynamics when the reagent H2 is prepared in different

vibrational levels.
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Chapter 7

Summary and outlook

A study of quantum reactive scattering dynamics is undertaken in this thesis.

The investigations are carried out by time-dependent wave packet propagation

approaches using the state-of-the-art electronic potential energy surfaces available

in the literature. The results are compared with experiment whatever available

in the literature. The findings on the dynamics of the, S + OH → SO + H,

reaction on its electronic ground (X̃2A′′) state [1], C + OH → CO + H reaction,

on its first (12A′′) and second (14A′′) states [2], and H + H2 → H2 + H, reaction

on its electronic ground state [3] are presented and discussed. The dynamics of

the S + OH reaction is studied at the initial state-selected level, whereas, state-

to-state investigation is done for the C + OH and H + H2 reactions. Grid based

time-dependent quantum mechanical techniques are employed in these studies.

Energy resolved reaction probabilities, integral reaction cross sections, differential

cross sections, product vibrational level distributions and state-specific thermal

rate constants are calculated. The effect of internal excitations of reagent diatom

on the dynamical attributes of these reactive systems is also examined.

Dense resonance oscillations are found in the total reaction probabilities for

214



Chapter 7. Summary and outlook 215

J=0 for the, S + OH reaction on its electronic ground state, and C + OH reaction

on the excited states. This is attributed to the formation of intermediate colli-

sion complexes inside the wells present on the underlying PESs. These resonances

become broader and diffuse with reagent vibrational excitation. Rotational ex-

citations of the reagent diatom decrease the reactivity of the, S + OH, reaction,

whereas, reactivity increases with reagent vibrational excitation. On the other

hand, the effect of rotationally hot reagent on the ICSs of the, C + OH, reaction

on its second excited (14A′′) state depends on the collision energy and except at

very low collision energies for reagent OH (v=2, j=0), ICSs increase with reagent

vibrational excitations.

Product vibrational level distributions at some selected collision energies are

found to be different for the, C + OH, reaction on the first (12A′′) and second

(14A′′) excited states. Predominant inverted distribution is found for reagent

OH (v=0-1, j=0) on the first excited state. On the contrary, predominant non

statistical distribution is found only for reagent OH (v=2, j=0) on the second

excited state of HCO reactive system. Moreover, it is found that only lower

vibrational levels of the product diatom mainly contribute to the total reaction

probabilities for J=0 on the 14A′′ PES. Whereas, vibrationally hot product CO

also contribute noticeably on the first excited (12A′′) PES. These observations

primarily suggest different mechanisms for the, C + OH → CO + H, reaction on

the first (12A′′) and second excited (14A
′′
) states of HCO reactive system.

The reactivity of the H + H2 → H2 + H reaction on the electronic ground

state also increases with vibrational excitation of reagent H2. The H-exchange

reaction with a barrier of ∼0.42 eV becomes barrierless for the reagent H2 excited

to higher vibrational levels. The collision energy and the vibrational energy of

reagent H2 affect the product vibrational level distribution in an opposite way.
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Forward scattering becomes more prominent with reagent vibrational excitations

and with the increase of collision energy. From the pattern of the DCSs shown

in this thesis it can be realized that different mechanisms govern the dynamics

when the reagent H2 is prepared in different vibrational levels.

The observations reported in this thesis raised some interesting points which

can be studied in the future. Investigation of the state-to-state dynamics of the,

S + OH → SO + H, reaction on the electronic ground state of HSO reactive

system is required to reveal the mechanistic details of this reaction rigorously.

On the other hand, the effect of internal excitations of the reagent diatom on the

state-to-state ICSs and DCSs of the, C + OH → CO + H, reaction on its first

(12A′′) and second (14A′′) excited states can reveal the mechanistic details more

precisely in relation to the topographical features of the underlying PESs. Finally,

we hope that the effect of reagent rotational excitation with the inclusion of non

adiabatic coupling on the state-to-state dynamics of the benchmark H-exchange

reaction will be more interesting. It is worthwhile to mention here that the effect

of non adiabatic coupling on the state-to-state reaction dynamics of the latter

reaction in presently underway. As the preliminary results are not convincing

enough, they are not presented in the thesis.
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