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ABSTRACT

Control of quantum dynamics in molecules at their natural timescales

(femtoseconds) using light has been at the forefront of chemical physics for the

past few decades. Theoretical approaches in both time (Tannor-Rice scheme) and

frequency (Brumer-Shapiro scheme) domain have been developed to model and

to predict the experiments involving light-molecule interaction in the effort to

manipulate the molecular behaviour. Both the above schemes can be treated as

special cases of a more general framework of optimal control theory (OCT). The

OCT encompasses both strong and weak field limits. Therefore it has emerged

as a comprehensive tool for theoretical design of control laser pulses to achieve

predefined dynamical goals.

In this work, our focus is in controlling the dynamics (both adiabatic and

nonadiabatic) of selected molecular systems (such as HCl, Malonaldehyde and

Pyrrole ) by designing and applying shaped laser pulses using a combination of

OCT, time-dependent quantum mechanics and vibronic coupling (VC) theory.

The so designed optimal laser pulses are analysed in detail in terms of their

amplitude profile in time and frequency spectrum. The associated control

mechanisms are revealed by examining thouroughly the actions of the optimal

pulses. On the other hand, the time propagation of the quantum mechanical

system is achieved by split-operator technique together with Fast Fourier

transforms (FFT) and grid based methods. Below, we mention briefly about

the control of various processes (such as state-selective population transfer,

isomerization and dissociation) carried out using OCT with reliable optimal fields.

We have designed laser fields that can control the population transfer for the

fundamental and overtone transitions of a vibration for the diatomic molecule,

HCl. We have also examined that the effect of variation of penalty factor on

the control outcomes. The optimal pulses obtained are found to be simple in

time and frequency domain and are experimentally quite feasible. The optimally
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controlled vibrational states can also potentially be used as qubits in quantum

computing.

We have studied, within the BO approximation, a controlled initiation

of isomerization reaction (H-transfer) in the electronic ground state of

malonaldehyde molecule, in one dimension. The optimal initiation of H-transfer

between the two oxygen atoms in malonaldehyde is achieved by the application

of strong and short optimal UV-laser pulses designed using OCT based on

the simplest version of Tannor-Rice optimal pump-dump scheme. This control

mechanism, where we used the excited electronic potential as a mediator to

initiate H-transfer from one oxygen to the other in the ground electronic state

of the malonaldehyde, achieves product configuration about 90%. The role of

electronic excited state, a harmonic surface, is to provide positive momentum to

the Franck-Condon wavepacket by virtue of its steepness. By the momentum

gained from the electronic excited state, the wavepacket after a time-delayed

dumping, moves toward the product well with associated spreading and dephasing

in time.

In an effort to study the control of nonadiabatic molecular dynamics

(beyond BO), we have carried out H-transfer control dynamics of malonaldehyde

involving coupled electronic states in two dimensions using a tuning coordinate

and a coupling coordinate. The objective here is, as above, to control

isomerization reaction in the ground electronic state. For this purpose, we

have designed optimal UV-laser pulse using OCT for maximizing the product

isomer by its continuous effective pump followed by dump operation between

the electronic states while there is nonadiabatic interaction between the excited

states. The control mechanism operating here is quite different from the simple

pump-dump scheme explored in one dimesnional case. But the idea of using

excited electronic states as mediators to control isomerization in ground state

remains same. Using the designed optimal pulse we have successfully achieved a

viii



product isomer about 45% in this nonadiabatic scenario.

We have also studied the photodissociation dynamics of pyrrole occuring

on a coupled electronic states in the presence of laser pulses in an effort to

control it. In this respect, at first, we have performed the initial vibrational state

dependent photodissociation dynamics of pyrrole, in the presence of UV-laser

pulses (by OCT), via 1πσ∗ (1A2)/ S0 conical Intersection (CI). The optimal laser

pulses for effective photodissociation for various initial vibrational states of the

system are designed and the associated control mechanism(s) is examined. This

leads to mode-specific control of the photodissociation driven by 1πσ∗ state.

Later, we have investigated an alternative route of 1πσ∗-photodissociation of

pyrrole as compared to the conventional barrier crossing mechanism, with the

aid of an optimally probe pulse, was suggested. This path opens up electronic

transitions, under the influence of a continuous action of pump-dump laser pulse,

efficiently populating both the upper and lower adiabatic dissociation channels.

The control mechanism suggested is found out be robust. Excellent control

outcomes are obtained in both the cases. Given the high experimental relevance

of 1πσ∗-photochemistry in the recent past, the simple optimal pulses obtained

by the use of genetic algorithm (GA) based optimization worth an experimental

implementation.
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Chapter 1

Introduction

Chemistry involves study of structure and dynamics of atoms and molecules and

their reactions. The latter involve breaking and making of chemical bonds on

a femtosecond (10−15 sec) time scale. Often, it is possible to have multiple

end-products from a reactant(s) in a reaction. Therefore it becomes the central

theme of chemistry to find ways to control the selection of products of a chemical

reaction. The traditional control methods involve exploitation of incoherent

collisions between reactant molecules. This so-called macroscopic control, wherein

parameters like the temperature and pressure are control knobs, is not adequately

satisfying. This is because the energy supplied gets statistically distributed over

many internal degrees of freedom of reactant molecules at the reaction time scale.

In such strategies, the experimenter has no control over the molecular evolution

once the reaction is initiated. Typically, a lot of energy is wasted and unwanted

by-products are produced. Therefore, there is a great need to find efficient control

strategies for regulating the energy flow with time in order to perform a selective

and clean chemistry. In this regard, laser appears to be a promising tool for

controlling chemical reactions.

1



1.1 Control using lasers

Ever since the invention of laser in 1960, chemists have explored the unique

properties of laser radiation viz., monochromaticity, high intensity and phase

coherence in order to perform selective, clean and energetically efficient

photochemistry [1, 2]. The laser radiation can deposit the energy in a molecule

in a very nonstatistical fashion. Moreover, the parameters regulating its unique

properties can be completely and actively controlled. Therefore the laser light can

be used as an effective tool to steer the molecular system that it interacts with,

to a desired quantum state or physical configuration. The initial attempts to

control bond selective chemistry [4–8] were mainly based either on small spectral

bandwidth or on short duration and high intensity of the laser pulses. In the

former case the underlying concept is to avoid generating different products

by localizing the energy, on the reaction time scales, in a smaller number of

rovibrational modes of a reactant molecules that span the spectrum; and in the

latter case it is the excitation of a high overtone of a particular vibration (to

break the bond associated with it) in a short time. The underlying assumption

on which these approaches are based is that the rate of bond breakage in a

given time duration increases and it circumvents the rate of intramolecular

vibrational redistribution (IVR) [9, 10]. Except in a very few simple systems

[11–14], both these methods fail. The main cause of the failure is attributed to

the preassumption that a specific reaction pathway is associated with a particular

degree of freedom, without accounting for the influence and effects of radiation on

the rest of the molecular degrees of freedom which can also undergo simultaneous

excitation [15–18]. Therefore, for a successful control over the product selectivity

one need not focus on the time dependence of IVR with a local mode (i.e.,

single bond) excitation. Since the local mode is not an eigenstate of the system

hamiltonian and is strongly coupled to other bonds, the excitation of this mode

produces a highly diffused wavepacket (WP) indicating excitation of many bonds,
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leading to IVR.

An alternative approach of controlling chemical reactions relies completely

on quantum mechanical interference effects between all possible paths that

connect reactants and products on a potential energy surface(s) (PES). This idea

is based upon the path integral formulation of quantum mechanics. An interaction

with a laser pulse can generate multiple quantum paths by exciting to a number

of intermediate states of the system between initial reactant and final product

states. These intermediate states that span the frequency spectrum of the pulse

define the dynamical pathways that connect the reactants and products. Simply,

this can be understood in terms of coherent WP picture. As shown in Fig. 1.1, for

instance an ultrashort laser pulse excites a diatomic molecule to an electronically

excited state preparing a WP which is a coherent superposition of eigenstates of

the electronic ground state promoted to the excited state. In doing so the laser

pulse imprints both its magnitude and phase information onto the individual

eigenstates evolving on the excited state. Thereby the amplitude associated

with each state (or a dynamical path corresponding to it) can interfere either

constructively or destructively that leads to an enhancement or a suppression of

a particular product formation, respectively. This enables the manipulation of

the quantum interference between the amplitudes associated with various paths

so that the desired target product is achieved, by actively tuning the laser pulse

parameters. This is a more natural way of full utilization of properties of the

eigenstates and complete PES(s) of the molecular system. In this way one can

avoid associating a specific reaction pathway to a particular degree of freedom, the

main presumption in the mode selective chemistry [1, 9, 10]. The advances in laser

technology [19, 20, 22–25, 131] and their use in spectroscopy [26–29] have provided

good knowledge of the molecular electronic, vibrational and rotational dynamics

at their natural time scales [31–36]. The key advance in this regard is tailoring

the ultrashort laser pulses and their application for manipulating the ultrafast
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Figure 1.1: Schematic representation of the generation of an electronically excited
coherent vibrational WP subjecting a diatomic molecule to an ultrashort laser
pulse. If the pulse duration is shorter compared to the vibrational period of
the molecule, its bandwidth is broad enough to superpose multiple vibrational
eigenstates. The superposed eigenstates undergo interference with each other for
creating a spatially localized wavefunction referred to as a WP. [K. Ohmori, Ann.
Rev. Phys. Chem. 60, 487 (2009)].

4



molecular processes mentioned above. In the recent past, the control of molecular

dynamics via shaped laser pulses has seen promising developments in terms

of successful experimental implementation of theoretical concepts [9, 10, 37–42].

Theoretically, the question of finding the best (optimal) shape of laser pulse or

pulse sequences for successfully carrying out controlled molecular dynamics, is

developed within the mathematical formalism of optimal control theory (OCT).

In the next section, we briefly describe various strategies developed that rely

on quantum mechanical interference effects for controlling molecular dynamics.

Then we introduce the general methodology that encompasses all those quantum

control strategies as special cases, the OCT.

1.2 Theoretical developments in quantum

control

The quantum control strategies considered here differ fundamentally from both

the traditional methods of controlling product formation used in synthetic

chemistry and, the initial attempts of controlling bond-selective chemistry

exploiting the intensity and/or frequency resolution offered by the laser

technology. The common central theme of these quantum control approaches

involve exploitation of light-controlled quantum interferences to manipulate the

dynamics in molecules [43]. Hence they are also referred to as “coherent control”

techniques. Below we present the overview of such techniques.

1.2.1 Single parameter control schemes

In the 1980s, two approaches were proposed to create and manipulate coherences

for achieving control in molecules by utilizing coherent properties of laser light,

one in the time domain, by Tannor, Rice and Kosloff (TRK) [44, 45] and the other

in frequency domain, by Brumer and Shapiro (BS) [46–49]. The former scheme, in

its simplest version, utilizes ultrashort light pulses to prepare coherent WP from

5



molecular eigenstates. A pump pulse prepares the coherent vibrational WP on an

electronically excited potential energy surface (PES). The WP is then allowed to

evolve freely on the excited PES during which several nuclear configurations of the

molecule are screened [50]. After a free evolution, a suitable dump pulse de-excites

the system to the desired channel in the ground PES. This pump-dump approach

is represented schematically in Fig. 1.2(a). By tuning the time delay between

the pump and dump pulses and their amplitudes one can achieve control over

product formation. On the other hand, the BS scheme utilizes the interference

between independent pathways of excitation by light between the same initial and

final state of the molecule [51–53] [cf., Fig. 1.2(b)]. In this scheme, two coherent

light sources of frequencies ωm and ωn are used to prepare a superposition of

continuum eigenstates correlating asymptotically to different sets of products.

The excitation of reactants follows absorption of ‘n’ photons of the first color and

‘m’ photons of the second, such that nωm = mωn. The interference associated

with these two excitation pathways is modulated mainly by tuning the relative

phase of two light sources. It is the wavefunctions produced by the light waves

that strongly interfere and not the light waves themselves as they have very

different amplitudes and wavelengths. But by tuning the phase and amplitude of

light sources one can alter the product distribution.

Both these methodologies involve varying a single parameter as a control

knob e.g., the parameters “time delay (∆t)” in TRK scheme and the

“relative phase (∆φ)” in BS scheme, between the light fields are controllers.

The experimental implementation of both these schemes have been applied

successfully in controlling a number of molecular phenomena such as control of

selective population transfer [54–57] and photochemical reactions [58–73] and

etc. However, there exist limitations to the practical applicability of these

schemes. The TRK scheme is limited due to the usage of transform limited

laser pulses having frequency independent spectral phase. Whereas, among other
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technical problems, the limitation of BS scheme lies in the practical difficulty of

simultaneous excitation of two reaction pathways and the problem of locking of

phase and amplitude of light fields in optically dense media [74].

Apart from the above mentioned control schemes, there exists another

robust control scheme for complete population transfer in a Λ type system

(wherein the energy level structure follows a shape of Greek letter Λ), known as

stimulated Raman adiabatic passage (STIRAP) [75–78], proposed by Bergmann

and co-workers. In STIRAP the population transfer is achieved adiabatically

to final state from initial state with negligible intermediate state population in

a Λ system by applying two time-delayed counterintuitive strong pulses. The

two pulses are referred to as pump pulse and Stokes pulse. The former connects

the initial and intermediate states while the latter couples the intermediate and

final states (Fig. 1.2(c)). Not only does Stokes pulse precede pump pulse with

extremely stable relative phase between them, they also should overlap partially

for the STIRAP scheme to work for complete population transfer. As in TRK

control scheme, the time-delay (∆t) between the pump and Stokes pulse acts as a

controller to keep the transient population in the intermediate state almost zero.

Under this circumstance, losses due to radiative decay can be avoided. This

method also exploits the quantum mechanical interference between excitation

pathways created by pump and Stokes pulse. Successful demonstrations of

STIRAP include applications for small molecules [78–80]. In large polyatomic

molecules the adiabatic passage is challenging because of increase in density of

states [78, 81]. All the control approaches discussed above are based on tuning the

single parameter of a laser field, and can be effective for small systems. However,

due to the complexity in the PESs of polyatomic molecules, these methods may

have to be revised. Therefore it is useful to have a pulse shaping approach which

is more flexible, robust and that can provide optimally designed laser fields to

achieve control over dynamics involving specific bonds of a molecular system.
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Figure 1.2: Schematic representation of single parameter quantum control
schemes: (a) The TRK pump-dump scheme. (b) The BS phase control scheme.
(c) The STIRAP control scheme. ‘A’ is the initial state; ‘B’ is the desired target
state; ‘i’ is the intermediate state; ‘d’ refers to the decay states [T. Brixner and
G. Gerber, Chem. Phys. Chem. 4, 418 (2003)].

Below we present one such method, namely the optimal control theory, that

exhibits control over system dynamics taking multiple parameters of a laser pulse

into account.

1.2.2 Optimal control theory and its experimental
implementation

In the context of coherent control of product formation using a laser pulse, the

TRK pump-dump scheme suggests an easy implementation to achieve control.

It is necessary to have a WP evolving on the excited state PES be sufficiently

compact (coherent), over the product channel on the ground state PES, so that

a large fraction of it can be dumped to generate that specific product by a

time-delayed dump pulse. Typically, the WP spreads and gives rise to a very

complicated distribution of amplitude on excited surface. Hence, a simple dump

pulse may not be efficient to transfer population to the product channel on the
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the ground state surface. This has led to the quest for a pulse of temporally and

spectrally shaped field that can continuously transfer WP amplitude back and

forth between the two electronic states as WPs move on these surfaces so that

maximum yield of the product is achieved. The question of finding the optimal

pulse shape is addressed using calculus of variations, as proposed by Tannor and

Rice [44, 82]. The application of variational calculus to design optimal pulses was

further extended by Rabitz et al. [83–86], and others [87, 88].

1.2.2.1 Optimal control theory

The mathematical framework of optimal control theory (OCT) provides the

prescription for calculating the best (optimal) shape of a pulse. The theory

relies on the application of variational calculus to problems involving differential

equation as a constraint. In the case of quantum systems, such a constraint

is the time-dependent Schrödinger equation (TDSE) describing the dynamics in

the presence of a control field interacting with its permanent and/or transition

dipole moment (TDM). The application of general principles of control theory

to microscopic equations of motion in the form of OCT is conceptually novel

with potential applications in technology. In this scheme, one seeks the best

solution to a given problem under stated goals, circumstances, and/or other

system constraints (the formal considerations are given in Chapter 2).

In OCT, a “cost functional” of an electric field, ε(t), is constructed that

typically involves an objective term and some constraint terms. The objective

term is a measure of degree to which the desired target is reached under a

driving laser field, ε(t). The constraint terms typically include imposition of

penalty on the norm of the electric field of the laser pulse and ensuring that

the quantum system follows the dynamical equation of motion (i.e., Schrödinger

equation). Applying variational calculus, one tries to find an extremum of the

objective functional with respect to all the independent variables leading to a

set of equations to design a field, ε(t). Numerically, these equations are solved
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iteratively to find the optimal laser field that achieves desired target state at the

final time t = T from an initial state at time t = 0, successfully. In order to solve

this variational problem, the TDSE for evolution of the system is employed in

combination with an optimization algorithm.

In the recent past, OCT has emerged as a promising tool for theoretical

design of pulses for controlling molecular motion. Within the framework of

OCT both the strong and weak field limits can be treated. OCT allows the

optimization of multiple parameters of laser pulse such as amplitude, frequency

and phases, simultaneously. Therefore, the single parameter control schemes

mentioned above such as TRK and BS can be subsumed as special cases in

the general OCT methodology. The OCT uses effects of interference that arise

out of excitation of different quantum pathways by optimized laser field, to

efficiently achieve the desired molecular dynamics. The technique has been

successfully applied in the manipulation of variety of molecular processes such

as state selective population transfer [89–95], orientation and alignment control

of molecules [96, 97], isomerization control [98–102], control of electron currents

in aromatic rings [103, 104], controlled separation of isotopes [105], and design of

quantum logic gates [106–111], etc.

1.2.2.2 Optimal control experiments

The direct implementation of optimal laser pulses designed by OCT suffers from

a number of problems when tested in the laboratory, the foremost reason being

the use of approximate Hamiltonian in computations. Except for the smallest

molecules, one inevitably uses approximations for the Hamiltonian to circumvent

formidable task of computations in multiple dimensions. Second, the laser

pulses are associated with certain amount of noise, as well as uncertainty in

phase and amplitude, leading to failure of control. Finally, the effects due to

neglect of additional PESs, spin-orbit coupling, finite temperature and so forth

in model calculation can also lead to the failure of computed optimal pulse to
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Figure 1.3: Schematic representation of the experimental adaptive feedback
control for teaching lasers to achieve optimal control over the quantum system.
[G. Gerber et al., Phys. Chem. Chem. Phys., 9, 2470 (2007)].

perform when applied to real molecules. Given the problems associated with

experimental implementation, it is desirable to devise a control scheme that

circumvents them. Rabitz and coworkers have suggested the use of “feedback” or

“adaptive” control strategies in a “closed loop” [112] experiment. The idea behind

these experiments is as follows. To start with, the molecule in interaction with

laser pulse evolves with its own Schrödinger equation which naturally includes

all PESs, laser uncertainties, propagation effects in thick samples and so on.

An input-output feedback loop is then set up in such a way that a given input

produces a certain output, which is fed back into a computer. The merit of

the input is evaluated based on the degree to which a desired target is reached.

Based on the merit, the input is then modified in the next cycle. The schematic
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diagram showing the closed loop control experiment is presented in Fig. 1.3. An

initial guess laser field through a pulse shaper is applied to the molecular system

of interest. The resulting signal (for example in the experiment referred to in

Fig. 1.3, the fluorescence emission of a solvated molecule) is detected. These

results are then transferred to a computer which has a learning algorithm (e.g.,

genetic algorithm, GA) running in order to find an improved laser pulse shape.

Employing this control pulse the cycle of events is repeated to find improved shape

of the pulse for the next iteration. The cycle of events is carried out iteratively,

with the help of algorithm to modify the field further until the desired objective

is satisfactorily achieved. In the closed loop feedback control the new field in each

iteration requires action on a new molecular sample prepared identically to the

original system. Hence this strategy is also called as “adaptive feedback control

(AFC)”.

The AFC has been used successfully for controlling a number of molecular

processes since its first realization as an experimental quantum control tool

[113]. The control processes for example include tuning the fluorescence, chemical

branching ratios and energy transfer in a light harvesting complex. The advantage

of AFC in experiments is two fold a) no knowledge of the Hamiltonian, PESs of

the system and the reaction mechanism needed a priori, and b) it is extremely

fast and robust. The AFC technique is used by Gerber et al. in a landmark set of

experiments for controlling photodissociation of CpFe(CO)2Cl to CpFeCOCl vs

FeCl [114]. Later, several groups demonstrated AFC as an effective experimental

tool in controlling various chemical, physical and biological processes [115–134].

Given the remarkable success of AFC experiments in teaching laser pulses

to achieve best control over quantum systems, it is natural to think about

the relevance and necessity of theoretical design of control pulses in reality.

The theoretically calculated pulses (even with an approximate Hamiltonian and

ignoring noise and system-environment effects, etc.) not only help us to provide
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insights of the nature of molecular dynamics and the principles governing the

control mechanism, they also act as excellent initial guess fields for AFC. A control

field calculated ab initio can provide a preliminary idea about the feasibility

of achieving control in a particular system, without doing the expensive full

scale experiment. Moreover, the above mentioned theoretical approaches and

experimental implementations as testing tools pave a way for understanding

complex molecular dynamics with further hand in hand developments in both

fronts.

1.3 Plan of work

The present work is about designing optimal laser pulses and examining

the associated mechanisms for controlling state selective population transfer,

isomerization and photodissociation involving electronic ground states as well

as electronic excited states. The control dynamics studied here include both

within the Born-Oppenheimer (BO) approximation (adiabatic) and beyond BO

(nonadiabatic) [1]. The molecular systems of interest considered in this work for

the control tasks range from simple diatomic to relatively complex polyatomic

molecules. The dynamics of the molecular system during its control is treated

with time-dependent Schrödinger equation (TDSE) within the semiclassical

dipole approximation [86, 92]. This dynamical evolution taken as a constraint

is combined with the numerical pulse shaping technique, OCT. Moreover,

the treatment of nonadiabatic quantum dynamics is done using a diabatic

representation. Split-operator technique together with fast Fourier transform

(FFT) is used for time propagation of laser-driven quantum mechanical system.

The theoretical methods used in the present studies are discussed in Chap. 2.

In quantum computing the use of quantum states as qubits [135] is

inevitable. This suggests the importance of preparation of coherent quantum

states, for instance using laser pulses. We have designed infrared laser pulses using
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OCT in combination with conjugate gradient method. The optimal pulses are

designed to perform coherent excitation that lead to selective population transfer

between vibrational states of the diatomic molecule, HCl. Specifically, the control

of fundamental and overtone transitions of a vibration are considered. We also

examined the effect of variation of penalty factor on the control outcomes. The

optimal pulses obtained are found to be simple in time and frequency domain and

are highly experimentally feasible. The optimally controlled vibrational states

could be used as qubits and the pulses as logic gates. Moreover, the insights of

the control studies of HCl are useful as it acts as a prototype for other halides

that participate in H-abstraction reactions which are plenty, in chemistry. The

results of these control studies are presented and discussed in detail in Chap. 3.

We have applied OCT for controlling chemical reactions that occur in

electronic ground state with the aid of excited states as mediators. The idea

behind involving excited states is to surmount any barrier obstructing the desired

reaction from occurring in the ground state. This can be achieved using pumping

and a time-delayed dumping between the two electronic states. Within the

BO approximation, a controlled initiation of isomerization reaction (H-transfer,

HT) in the electronic ground state of malonaldehyde molecule is considered

for the study. The optimal initiation of HT between the two oxygen atoms

in malonaldehyde is achieved by the application of strong and short optimal

UV-laser pulses designed using OCT based on the simplest version of TRK

optimal pump-dump scheme. This control mechanism, where we used the excited

electronic potential as a mediator to initiate H-transfer from one oxygen to the

other in the ground electronic state of the malonaldehyde, achieves product

configuration of 90%. The role of electronic excited state, a harmonic surface, is to

provide positive momentum to the Franck-Condon WP by virtue of its steepness.

By the momentum gained from the electronic excited state, the WP after a

time-delayed dumping, moves toward the product well with associated spreading
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and dephasing in time. A comparative account of the dynamical outcomes using

the Condon approximation for the transition dipole moment and using a more

realistic value calculated ab initio are investigated and a good agreement is found

between the two. These results are discussed in detail in Chap. 4.

In an effort to study the control of nonadiabatic molecular dynamics

(beyond BO), we have also applied OCT with GA optimization to design optimal

UV-laser pulses for controlling H-transfer of malonaldehyde involving coupled

electronic states in two dimensions (involving a tuning coordinate and a coupling

coordinate). The objective here is, as above, to control isomerization reaction in

the ground electronic state. For this purpose, we have designed optimal UV-laser

pulse using OCT for maximizing the product isomer by its continuous effective

pump followed by dump operation between the electronic states while there is

nonadiabatic interaction due to the conical intersection (CI) between the excited

states. The control mechanism operating here is quite different from the simple

pump-dump scheme explored in one dimensional case. But the idea of using

excited electronic states as mediators to control isomerization in ground state

remains same. Using the designed optimal pulse we have successfully achieved

a product isomer about 45% in this nonadiabatic scenario. These results are

discussed in detail in Chap. 5.

Another nonadiabatic control dynamics that we have studied is the

phothodissociation of pyrrole on coupled S0 and 1πσ∗ (1A2) electronic states.

We have applied OCT to design optimal UV-laser pulses for to bring about

effective photodissociation (N-H dissociation). Specifically, the initial vibrational

state dependent photodissociation dynamics of pyrrole in the presence of UV-laser

pulses is studied. The variation in the branching ratio between the two asymptotic

channels for various initial conditions of the system is observed implicitly. The

associated control mechanism(s) is examined. This leads to mode-specific control

of the photodissociation on 1πσ∗ state. These results are discussed in detail in
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Chap. 6.

Having observed the mode-specific mechanism of photodissociation on 1πσ∗

state, we have investigated an alternative mechanistic route for the same with

the aid of a control pulse. For this, we have performed a first principles quantum

dynamics study of N-H photodissociation of pyrrole on the S0 and 1πσ∗ (1A2)

coupled electronic states with optimally designed UV-laser probe pulse. A new

route of photodissociation of pyrrole as compared to conventional barrier crossing

mechanism, based on electronically coupled states was suggested. This path

opens up electronic transitions, under the influence of a continuous action of

pump-dump laser pulse, efficiently populating both the upper and lower adiabatic

dissociation channels. These results are discussed in detail in Chap. 7.

Finally, in Chap. 8 we summarize our findings and discuss the future

directions of our research.
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Chapter 2

Theory

The control of chemical dynamics by designing optimally controlled laser pulses

(IR and UV) constitutes the main theme of this thesis. The design of optimal

pulse is carried out within the framework of optimal control theory (OCT)

and the system dynamics along with the optimized pulse is followed from the

first principles by numerically solving the time-dependent Schrödinger equation

(TDSE). It is clear from the brief description given above that the complete task

is quite involved both from the view points of the theoretical and numerical

implementation. In this chapter the basic working equations and numerical

strategies to solve them are enumerated.

2.1 Light-matter interaction

As mentioned above, we have studied the evolution of a system subject to light

fields, using principles of time-dependent quantum mechanics. The principles

governing the interaction, especially in the perturbative regime, of light with

matter are fairly well understood. In this section, we will discuss some of the

basic concepts for understanding how light interacts with matter. To start with,

let us consider the interaction between pulsed laser light and the classical charged

particles. The dynamics of the electric field, E(r, t), and magnetic field, B(r, t),
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as well as the particles is determined by Maxwell’s equations for the fields [1]

∇ · E(r, t) =
1

ε0
ρ(r, t), (2.1)

∇ ·B(r, t) = 0, (2.2)

∇× E(r, t) = −1

c

∂

∂t
B(r, t), (2.3)

∇×B(r, t) =
1

c

∂

∂t
E(r, t) +

1

ε0c
j(r, t), (2.4)

in combination with the Lorentz’s equation for the charged particles moving in

an electromagnetic field:

mi
dvi

dt
= F (ri, t) = qi

[
E(ri, t) +

vi

c
×B(ri, t)

]
. (2.5)

In the above equations mi, qi, ri and vi are the mass, charge, position and velocity

of ith particle, respectively. The density ρ and current j [cf., Eqs. (2.1) & (2.4)]

of classical charged particles are defined by

ρ(r, t) =
∑
i

qiδ[r− ri(t)], (2.6)

j(r, t) =
∑
i

qiviδ[r− ri(t)]. (2.7)

The symbols ε0 and c in Eqs. (2.1)-(2.4) denote the permitivity of free space and

speed of light, respectively.

In order to solve for E(r, t) and B(r, t) from Maxwell’s equations [cf., Eqs.

(2.1)-(2.4)] it is convenient to express both these fields in terms of auxiliary

quantities A(r, t), vector potential and Φ(r, t), scalar potential as (hereafter we

drop the coordinate and time dependence for simplicity)

B = ∇×A, (2.8)

E = −1

c

∂A

∂t
−∇Φ. (2.9)

The choice of these vector and scalar potentials is not unique. That is

different forms of these quantities (the so-called gauges) give the same electric
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and magnetic fields. Therefore, it follows from Eqs. (2.8) & (2.9) that other

potentials such as A′ and Φ′ can be constructed as

A′ = A + ∇ϕ, (2.10)

Φ′ = Φ− 1

c

∂ϕ

∂t
, (2.11)

where ϕ is an arbitrarily chosen scalar field. The choice often made for ϕ is the

so called Coulomb gauge. In this gauge, it is chosen such that, ∇2ϕ = −∇ ·A,

which implies from Eq. (2.11) that

∇ ·A′ = 0. (2.12)

It is hereby mentioned that different choices of ϕ that satisfy ∇2ϕ = 0 will also

satisfy Eq. (2.12). This freedom is exploited in the discussion later in the text.

The classical Hamiltonian H (i.e., total energy) of the combined system of

the particles and the fields is given by

H =
∑
i

1

2
mi

(
dri
dt

)2

+
∑
i

qiΦi(ri) +
ε0
2

∫
[E2(r, t) + B2(r, t)]d3r,

≡
∑
i

1

2
mi

(
dri
dt

)2

+ VC +HR., (2.13)

Where the three terms in the right hand side of the above equation successively

are the sum of the KE of the particles, the Coulomb potential (VC) and the energy

of the electromagnetic field (HR). Where ’R’ refers to radiation. And, the electric

potential, Φi(ri), is defined as

Φi(r) =
1

4πε0

∑
j<i

qj
|r− rj|

. (2.14)

Now, let us consider the dynamics of particles whose variables are quantized

under the influence of classical light fields. This leads to the concept of

semiclassical theory of light interacting with quantized particles. The first step

for quantization of particle dynamics is to express its velocity [cf., Eq. (2.13)] in
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terms of canonical momenta (pi) in the presence of electromagnetic fields, which

is defined as [2]

pi = mi
dri
dt

+
qi
c

A(r, t). (2.15)

From Eqs. (2.13) & (2.15), the Hamiltonian H is expressed as

H =
∑
i

1

2mi

[
pi −

qi
c

A(r, t)

]2

+ VC +HR. (2.16)

The quantized Hamiltonian is obtained by replacing the canonical

momentum by its operator form in the coordinate representation:

pj → −i~∇j, (2.17)

H =
∑
j

1

2mj

[
− i~∇j −

qj
c

A(rj, t)

]2

+ VC +HR = HM +H ′(t) +HR, (2.18)

where the material Hamiltonian, HM , given by

HM =
∑
j

−~2

2mj

∇2
j + VC , (2.19)

and the interaction Hamiltonian, H ′(t), is

H ′(t) =
∑
j

iqj~
mjc

∇j ·A(rj, t) +
q2
j

2mjc2
A2(rj, t). (2.20)

Given the quantized Hamiltonian of Eq.(2.18), the TDSE for the particles

whose wavefunction is Ψ(r, t) (where r={rj, j = 1, 2..N}), is written as

i~
∂Ψ(r, t)

∂t
=

{∑
j

1

2mj

[−i~∇j −
qj
c

A(rj, t)]
2 + VC

}
Ψ(r, t). (2.21)

The dynamics of the particles in the presence of field can be obtained by solving

the above TDSE. The contribution of the HR term in TDSE for particles is absent

because it is a function of only the field variables [cf., Eq. (2.13)].

Further, Eq. (2.21) can be simplified on the grounds that the spatial

variation of A corresponding to the particle displacements rj in a molecule is
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small. This is because the wavelength of the field typically vary in the order

of 103 Å, while the displacements in molecules vary between 1 to 10 Å . It is

therefore a reasonable approximation to replace all the rj dependence in A by the

center-of-mass position of the molecule, usually the z-projection of it is relevant

if the field as a plane wave (or its superposition) is considered.

A(rj, t) ≈ A(zj, t) (2.22)

This is called the “semiclassical dipole approximation” for the reasons that will

become clear below.

Exploiting the gauge freedom and choosing ϕ as

ϕ = −
∑
i

ri ·A(z, t), (2.23)

to satisfy Eq. (2.12) since ∇2ϕ = 0. Here the satisfaction of Eq. (2.12) is clearly

due to the neglect of ri dependence in A [cf., Eq. (2.22)].

The TDSE [cf., (2.21)] can now be written using the definition of VC [cf.,

Eq. (2.13)] and ϕ [cf., Eq. (2.22)] and noting that ∇ϕ = −A, as

i~
∂Ψ(r, t)

∂t
=
∑
j

[
−~2

2mj

∇2
j + qjΦjrj +

qj
c

rj ·
∂A(z, t)

∂t

]
Ψ(r, t). (2.24)

The last term of the above equation can be simplified further using Eq.

(2.9) and now the TDSE reads as

i~
∂Ψ(r, t)

∂t
=
∑
j

[
−~2

2mj

∇2
j + qjΦjrj − qjrj · E(z, t)

]
Ψ(r, t). (2.25)

The simplicity of this equation results from the disappearance of both the vector

potential and the gradient operator. Additionally, there is a scalar potential as a

product of the electric field and the position vector of each particle. This product

simply adds to the Coulomb potential.

More concisely, Eq. (2.24) can be written as

i~
∂Ψ(t)

∂t
= [HM +HMR(t)]Ψ(t), (2.26)
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where HM is the material Hamiltonian and HMR represents the matter-radiation

interaction term in the dipole approximation,

HMR = −µ · E(z, t), (2.27)

where µ is the molecular transition dipole moment, given by

µ ≡
∑
j

qjrj. (2.28)

It is possible to consider multipole interaction with the field whenever dipole

approximation is not valid, i.e., spatial variations of the field as a function of

rj cannot be neglected [3]. However, in all the works considered in this thesis

the dipole approximation is found to suffice and hence we describe light-matter

interaction using Eqs. (2.26)-(2.28).

2.2 Theory of coupled electronic surfaces

2.2.1 Nonadiabatic coupling

Before we present discussion on nonadiabatic coupling between electronic

surfaces, we briefly review some of the underlying basic concepts. One of such

basic and central concept is the Born-Oppenheimer (BO) approximation [4].

2.2.1.1 The BO approximation

The starting point for this would be the full molecular Hamiltonian, written as

Ĥ =
∑
i

−
~2∇2

e,i

2m
+
∑
j>i

e2

|re,i − re,j|
+
∑
i

−
~2∇2

N,i

2Mi

+
∑
j>i

ZiZje
2

|RN,i −RN,j|
−
∑
ij

Zje
2

|re,i −RN,j|
,

(2.29)

where we denote the electron and nuclear coordinates and momenta as {r,∇e}

and {R,∇N}, respectively. Zi represents the nuclear charge on nucleus i and m

and Mi denote the masses of the electron and nuclei, respectively. In short the

above equation is equivalently represented as

Ĥ ≡ T̂e + V̂e + T̂N + V̂N + V̂eN . (2.30)
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The five terms namely are, electron KE, electron-electron PE, nuclear

KE, nuclear-nuclear PE and electron-nuclear PE. Now let us consider the

time-independent TISE in full molecular coordinate space (for notational

simplicity we drop the subscripts of the re and RN hereafter),

Ĥ(r, R)Ψ(r, R) = EΨ(r, R), (2.31)

where Ψ(r, R) is an energy eigenfunction and E is the associated energy

eigenvalue.

In order to find an approximate solution of the Eq. (2.31), it is convenient

to treat the electron and nuclear motions separately based on the large difference

in their masses. This implies that electrons can readjust instantaneously to a

changing nuclear degrees of freedom. Based on this fact let us now consider the

TISE for the electrons only at a given nuclear configuration as

Ĥeψ(r;R) = Ee(R)ψ(r;R), (2.32)

where, Ĥe = T̂e + V̂e + V̂eN . Now the full molecular wavefunction, Ψ(r, R), can

be written as

Ψ(r, R) = ψ(r;R)φ(R). (2.33)

Substituting Eq. (2.33) back into Eq. (2.31) and using Eq. (2.32) we obtain

Ĥ(r, R){ψ(r;R)φ(R)} = (Ee(R) + VN){ψ(r;R)φ(R)}

+
∑
i

−~2

2Mi

(
ψ(r;R)∇2φ(R) + 2∇ψ(r;R) ·∇φ(R) +∇2ψ(r;R)φ(R)

)
(2.34)

= Eψ(r;R)φ(R), (2.35)

where ∇ refers to ∇N , here and henceforth.

The last two terms in the summation of the Eq. (2.35) involve differentiation

of the electronic wavefunction with respect to nuclear coordinates. The most

significant of these two terms is the first term which is referred to as derivative

coupling, a vector quantity. The second term is a scalar coupling term and it
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contributes less significantly to the overall nonadiabatic correction. It can be

shown that these two terms are proportional to the ratio of mass of electrons to

that of nuclei to a power of 1/4 [4], and hence are way smaller when compared

to the other terms. Therefore, these terms can be neglected and the following

approximated TISE for the nuclei is obtained as:

Ĥ(r, R)φ(R) = (T̂N + Ee(R) + VN(R))φ(R) = Eφ(R). (2.36)

The effective potential, (Ee(R) + VN), in the above equation is given by the

Eq.(2.32) for a fixed nuclear configuration. Here the VN simply becomes an

additive constant at a given nuclear framework. The neglect of the two terms

in Eq. (2.34) is known as BO approximation. The Eq. (2.36) implies that

for every value of R, the TISE for electrons [i.e., Eq.(2.32)] should be solved.

Given that the eigenvalue spectrum is a function of R, connecting these values

while preserving the ordering of levels gives rise to adiabatic electronic potential

(eigenvalue) curves. These potentials along with the addition of VN provides an

effective potential in Eq. (2.36) under which the nuclei move and the potentials

are called as adiabatic potentials.

When these adiabatic electronic states exhibit avoided crossings the

terms involving ∇ψ(r;R) can become significant leading to failure of the BO

approximation. This is because in the region of avoided crossings the adiabatic

electronic states change their physical character dramatically and hence the

derivatives of electronic wavefunction with respect to nuclear coordinates can

be quite large. Also, the derivative coupling elements diverge at the point of

degeneracy if the two adiabatic states are degenerate (from Hellmann-Feynman

theorem). Then solving Eq. (2.36) becomes difficult. In order to avoid this

difficulty it is more convenient to consider diabatic electronic states. These states

retain their physical character and they smoothly cross each other, making the

size of the derivative couplings as small as possible. In order to find solution of

the Schrödinger equation in situations where the BO approximation fails, two
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representations namely, adiabatic and diabatic, are used. Below we present a

brief review on them.

2.2.1.2 Adiabatic representation

Let us write the total molecular wavefunction in Eq. (2.31) in an adiabatic basis

as:

Ψ(r;R) =
∞∑
n=0

ψn(r;R)φn(R). (2.37)

Substituting the Eq. (2.37) in Eq. (2.34) and projecting onto ψm(r;R) gives rise

to the following set of coupled equations:

∑
n

Hmn(R)φn(R) =
∑
n

{(T̂N + Ee,n(R) + VN(R))δmn + 2T (1)
mn(R) ·∇

+ T (2)
mn(R)}φn(R),

= Eφm(R), (2.38)

where

T (1)
mn = 〈ψm|∇ψn〉, (2.39)

T (2)
mn = 〈ψm|∇2ψn〉. (2.40)

Here the T
(1)
mn is a vector and T

(2)
mn is a scalar. The ∇ is a derivative with respect to

mass-weighted nuclear coordinates. And, the Dirac notation indicates integration

over electronic coordinates only.

The normalization condition for electronic wavefunctions over entire nuclear

space is defined as

〈ψm|ψn〉 = δnm. (2.41)

This implies the matrix T
(1)
mn is anti-Hermitian, i.e.,

T (1)
mn = −T (1)∗

nm . (2.42)
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This implies further, for a real-valued electronic wavefunctions the diagonal

matrix elements of T
(1)
mn become zero:

T (1)
nn (R) = 0. (2.43)

Therefore, keeping only the diagonal terms in Eq. (2.38) the TISE Eq. (2.38)

for the nuclei with additional non-vanishingly small contribution from T 2
nn(R),

becomes

(T̂N + Ee,n(R) + VN(R) + T (2)
nn (R))φn(R) = Eφn(R). (2.44)

As discussed above the derivative terms present in Eqs. (2.34), (2.38) and

(2.44) can be quite large near the degeneracy of electronic states or at avoided

crossings and it is difficult to calculate them. To avoid such a difficulty below we

introduce a representation that uses diabatic basis alternative to the adiabatic

basis used here.

2.2.1.3 Diabatic representation

As mentioned above, in order to make the derivative coupling terms as small as

possible diabatic basis is a convenient choice. A diabatic basis is defined as a set

of electronic wavefunctions at a suitably chosen nuclear framework and hence is

independent of nuclear coordinates. In practice, since it is impossible to make the

derivative coupling terms vanish to zero there exists no “strict diabatic” basis.

Sometimes, a diabatic basis is also referred to as “crude adiabatic” basis as it is

independent of nuclear coordinates.

The total molecular wavefunction in the crude adiabatic basis is written as

Ψ(r;R) =
∑
n

ψn(r;R0)φ(0)
n (R), (2.45)

where R0 represents a reference nuclear geometry and ψn(r;R0) are the solutions

of TISE at this geometry.

The TISE for these solutions is given as

Ĥe(r;R0)ψn(r;R0) = {T̂e + V̂ (r;R0)}ψn(r;R0) = Ee,n(R0)ψn(r;R0). (2.46)
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where V̂ (r, R0) contains V̂e and V̂eN . Substituting Eq. (2.45) into Eq. (2.31) we

get

∞∑
n=0

ψn(r;R0)(T̂N + V̂N)φ(0)
n (R) +

∞∑
n=0

φ0
n(R)Ĥeψn(r;R0) =

∞∑
n=0

Eψn(r;R0)φ(0)
n (R)

(2.47)

It should be noted that the nuclear KE operator, T̂N , does not act on the electronic

wavefunctions ψn(r;R0) as they are defined at fixed nuclear geometry R0.

Upon projection onto ψm(r;R) and using Eq. (2.46) we obtain a set of

coupled equations:

∞∑
n=0

[(T̂N + V̂N)δmn +He,mn]φ(0)
n (R) = Eφ(0)

m (R), (2.48)

where

He,mn = 〈ψm(R0)|Ĥe(r;R)|ψn(R0)〉. (2.49)

Let us rewrite Ĥe(r;R) using V̂ ≡ V̂e + V̂eN as (we also follow here the

explicit coordinate dependence of electronic KE operator in the expressions below

for clarity)

Ĥe(r;R) = T̂e(r) + V̂ (r;R) = Ĥe(r;R0)− V̂ (r;R0) + V̂ (r;R), (2.50)

since

Ĥe(r;R0)− V̂ (r;R0) = T̂e(r) + V̂e(r) + V̂eN(r;R0)− [V̂e(r) + V̂eN(r;R0)] = T̂e(r).

(2.51)

And we also note that

T̂e(r;R0) = T̂e(r)

V̂e(r;R0) = V̂e(r)

Now let us simplify the He,mn using Eq. (2.50) and Eq. (2.46):

He,mn = 〈ψm(r;R0)|Ĥe(r;R0)− V̂ (r;R0) + V̂ (r;R)|ψn(r;R0)〉
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= Ee,n(R0)δmn + 〈ψm(r;R0)|V̂ (r, R)− V̂ (r, R0)|ψn(r;R0)〉

Using Eq. (2.52) the set of coupled equations in Eq. (2.48) can be simplified

as ∑
n

{Tnnδnm + Umn}φ(0)
n = Eφ(0)

m , (2.52)

where

Umn = 〈ψm(R0)|V̂ (r, R)− V̂ (r, R0)|ψn(R0)〉. (2.53)

Here also the integration is over electronic coordinates only. And we note that

T̂nn = T̂N + V̂N + Eel
n (R0).

It is easy to see the simplicity of Eq. (2.53) compared to Eq. (2.38)

obtained by switching to a diabatic basis. In the diabatic representation, the

coupling between the electronic states is coordinate dependent, Umn(R), and

does not involve any derivative terms. The diagonal elements of U -matrix are

the diabatic potentials which are smooth functions of nuclear coordinates and the

transitions between them are caused by the off-diagonal elements of U -matrix.

The time-dependent version of Eq. (2.52) for the nuclei is generally solved by the

time propagation techniques already discussed above, which is carried out in this

thesis.

2.2.1.4 Adiabatic to diabatic transformation

The transformation of electronic basis, ψ(r, R), from adiabatic to diabatic

representation can be carried out by an unitary matrix A†(R) as

ψa(r, R) = A†(R)ψd(r, R). (2.54)

where a and d indicate adiabatic and diabatic, respectively.

The adjoint matrix, A(R), can transform the nuclear basis φ(R) between

the two representations:

φa(R) = A(R)φd(R). (2.55)

38



The transformation matrix A(R) obeys the following equation [5, 6] (we

drop R dependence for notational simplicity hereafter):

∇A + T(1)A = 0, (2.56)

then

∇2A + 2T(1) ·∇A + T(2)A = 0. (2.57)

where T (1) and T (2) are defined earlier in Eqs. (2.39) and (2.40), respectively.

Using Eqs. (2.56) and (2.57), after some algebra, the simplified Schrödinger

equation for the nuclei in the diabatic representation is written as

∇2φd − 2µ

~2
(U− E)φd = 0, (2.58)

and is consistent with Eq. (2.59). Where U is the potential in the diabatic

representation [5, 6], given by

U ≡ A†VA, (2.59)

and the adiabatic potentials, V, are obtained as eigenvalues by diagonalizing the

diabatic potential matrix U:

V = AUA†. (2.60)

The necessary condition for Eq. (2.56) to always have a solution is to satisfy

the following “curl condition” [6–8]

∇×T(1)A = 0. (2.61)

This equation can be trivially satisfied in case of diatomics as T(1) has only one

component. However, in polyatomics the T(1) has multiple components and to

satisfy Eq. (2.61), the size of the matrix A become large (as the size of the

adiabatic basis), the task becomes computationally demanding. If it is so, the

purpose of the diabatic basis (which provides a compact representation in the

presence of degeneracy or avoided crossings), is defeated. Therefore, in practice,
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there exists only an approximate diabatic basis that minimizes the derivative

coupling terms as much as possible. In what follows we present a discussion

on the intersections between PESs as a natural extension to the adiabatic and

diabatic representations.

2.2.1.5 Conical intersections and geometric phase

Let us consider two adiabatic potentials V± as functions of nuclear seperation R

in a diatomic and the possibility of their intersection. As already mentioned, in

the diabatic representation there occurs a residual potential coupling between the

diabatic potentials. Hence we consider the PE matrix U in this representation in

order to facilitate the following derivation.

U =

(
U11 U12

U21 U22

)
. (2.62)

The two adiabatic potentials, V±, as eigenvalues are obtained by diagonalizing

the matrix U and they are

V± =
U11 + U22

2
± 1

2

√
(U11 − U22)2 + 4|U12|2. (2.63)

Now, consider the seperation between the two potentials:

∆V = V+ − V− =
√

(U11 − U22)2 + 4|U12|2. (2.64)

This difference becomes zero when

U11(R) = U22(R), (2.65)

and

U12(R) = 0. (2.66)

Here the two equations Eq. (2.65) and Eq. (2.66) are to be satisfied by one

parameter R. In general, there is no reason that why a single unknown should

satisfy any two equations. Hence, in one dimension the potentials cannot cross.
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This is called non-crossing rule. When stated more clearly for diatomics that has

only one degree of freedom, in general, two adiabatic PE curves with the same

symmetry cannot cross each other but exhibit avoided crossing [9]. However, in

polyatomics, there exist many nuclear degrees of freedom and hence the electronic

states can become degenerate [10].

In two dimensions, there occurs generally a set of isolated points where the

potential energy surfaces (PESs) can touch. These points are referred as “conical

intersections” (CIs). This is because the eigenvalues of a diabatic PE matrix U

in two (multi) dimension(s) form a double cone with its vertex as the point of

degeneracy [10, 11]. If the number of dimensions (N) are greater than two, the

space in which all the intersections that form CIs lie is N -2 dimensional space,

with Eqs. (2.65) and (2.66) acting as two constraints. The space other than N -2

dimensional intersection space, where the degeneracy between surfaces is lifted

out, is called branching space.

The profound implications of CIs include ultrafast nonadiabatic transitions

between electronic states and the geometric phase (GP) effect. The latter implies

development of phase π when an adiabatic electronic wavefunction encircles a CI

by 2π [12, 13] giving rise to non-single valuedness of the electronic wavefunction.

In order for the total molecular wavefunction to be single valued, the nuclear

wavefunction should also develop a phase of π. The approach that suits quite

well to avoid this discontinuity is to transform to diabatic basis as discussed above.

Treating the dynamics by adopting diabatic representation naturally includes the

GP effect as it ensures correct boundary condition while encircling a CI [14]. In

this representation, the signature of the GP effect appears clearly in terms of a

change of nodal pattern in the nuclear wavefunction along a coupling coordinate

in the presence of CI while undergoing diabatic transfer. This is due to the action

of diabatic coupling element in U, which is an odd function of coupling coordinate

(in first order). The implications of this GP effect will be discussed in Chap. 5
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and Chap. 7.

2.2.1.6 Construction of diabatic potentials

As mentioned previously, it is convenient to perform calculations of the

nonadiabatic dynamics in the diabatic representation. For this, the necessary

ingredients required in the Hamiltonian are diabatic potentials and the associated

coupling between them. We discuss here the construction of such potentials and

their coupling approximately from ab initio calculated potential energy values

[15–19].

The elements of diabatic potential matrix [cf., Eq. (2.62)] can be Taylor

expanded up to second order with respect to the dimensionless normal coordinates

(Q) at the reference geometry as,

U11(Q) = E1 + U0(Q) +
∑
t

κ
(1)
t Qt +

∑
m,m′

γ
(1)

m,m′=t,c
QmQ

′

m, (2.67)

U22(Q) = E2 + U0(Q) +
∑
t

κ
(2)
t Qt +

∑
m,m′

γ
(2)

m,m′=t,c
QmQ

′

m, (2.68)

U12(Q) = U21(Q) =
∑
c

λcQc, (2.69)

U0(Q) =
1

2

∑
t

ωtQ
2
t +

1

2

∑
t

ωcQ
2
c , (2.70)

where E1 and E2 are energies of the respective electronic states at the reference

geometry. The κ
(n)
t (n = 1, 2) represent gradients of the potentials at the reference

geometry and they are referred to as the first-order intra-state coupling constants.

The Qt are termed as tuning modes as they tune the energy gap between the

electronic states and may lead to a crossing between diabatic PESs [18, 19]. The

quantity λc represents the first-order inter-state vibronic coupling constant and

the associated modes Qc are called coupling modes [18, 19]. The γ
(n)

m,m′
(n = 1, 2)

represent intra-state bilinear coupling constants and are related to the Dushinsky

rotation of normal modes [18–20].
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Along a coupling coordinate, from Eq. (2.63), we have,

V+ + V− = U11 + U22, (2.71)

(V+ − V−)2 = (U11 − U22) + (U12)2. (2.72)

This shows that the diabatic potentials (U11 and U22) and the coupling between

them (U12) can be determined from ab initio calculated potentials (i.e., adiabatic,

V±). Practically, a least square fit is performed based on the Eqs. (2.71)- (2.72)

in order to predict the diabatic potentials and their coupling as functions of Qt.

The least square fitting is allowed because at Qc = 0 both adiabatic and diabatic

potentials are identical.

In the linear vibronic coupling scheme, the parameters κ
(n)
t [cf., Eqs. (2.67)

and (2.68)] and λc [cf., Eq. (2.63)] are estimated more conveniently using the

following relations, respectively [18, 19] as,

κ
(1,2)
t =

∂U1,2

∂Qt

∣∣∣∣∣
Q0

, (2.73)

λc =

[
1

8

∂2

∂Q2
c

(V+ − V−)2

]1/2∣∣∣∣∣
Q0

. (2.74)

2.2.1.7 Symmetry selection rules

Here, the selection of the most important tuning and coupling modes that

are useful in characterizing the CIs is presented following the symmetry rules

given below. As the electronic Hamiltonian is always totally symmetric, for

nonvanishing linear intra-state coupling constant,

κ
(n)
t = 〈Φn|

∂Ĥel

∂Qt

|Φn〉

∣∣∣∣∣
Q0

, (2.75)

the mode along which the gradient of the potential energy is varied must also be

totally symmetric. These nonzero gradi- ents induce the nuclear motions in the

electronic states.
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The symmetry rule for selection of coupling mode requires that the direct

product of the symmetry species of two electronic states and the vibrational mode

must contain A1:

Γ1 × ΓQc × Γ2 ⊃ A1 ⇒ ΓQc = Γ1 × Γ2 (2.76)

In this scenario, the inter-state coupling constant,

λnmc =
∂

∂Qc

〈Φn|Ĥel|Φm〉
∣∣∣
Q0

, (2.77)

is nonvanishing.

When two states of same symmetry, i.e., Γ1 = Γ2, cross they exhibit

“accidental CIs”. In this situtation, both the tunning and coupling modes belong

to A1 symmetry [15].

2.3 Optimal control theory

The objective of control theory, in general, is to modify the behavior of a

dynamical system by an external control. The theoretical machinery required

to achieve optimum control over the dynamics of a system under stated goals

and circumstances/constraints is provided by the Optimal control theory (OCT)

[21]. In OCT, one arrives at a best shape of an external control (or optimal

values of control variables) that gives rise to optimum control. The best shape

of the control is judged via incorporation of a performance index functional in

OCT. Typically, this functional depends upon the control variables and state of a

dynamical system (whose history at a given time entirely depends on the action of

the external control, which is a function of say time; hence the name functional).

The subject of OCT is interdisciplinary and has broad scope of applications in

engineering as well as in science [22, 23].

In this work, we used OCT to design laser pulses that can regulate the

evolution of an initial state of molecular system to its desired final state [24,
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25]. The idea behind such a controlled evolution is to irradiate the system (via

interaction with dipole moment operator, µ̂) with a specially crafted laser pulse(s)

in amplitudes, frequency components, etc., of the time dependent electric field,

ε(t). Therefore, the designing of shaped fields has become a general task of

quantum control in combination with TDSE with a dipole-coupled interaction

term (where the electric field, ε(t), enters) included. The TDSE within the dipole

approximation [26, 27] is read as

i~
∂

∂t
ψ(x, t) = [Ĥ − µ̂ · ε(t)]ψ(x, t). (2.78)

where Ĥ0 is the system Hamiltonian and Ĥ1(t) and -µ̂ · ε(t) is the dipole-coupled

interaction term.

As mentioned above, the general mathematical framework of OCT provides

a way of designing the electric field of a pulse in combination with TDSE of

Eq. (2.78) for efficient control of molecular dynamics. In OCT, the time profile

and spectral composition of laser pulse is varied throughout the dynamics in

order to explore all the pathways associated with multiple excitations. Thereby

complex quantum mechanical interferences among all these pathways come into

play. This interference becomes constructive if the desired target is achieved

successfully and destructive, if not. Therefore, tuning the laser pulse parameters

to their optimal values for manipulating the interference among all the dynamical

pathways (created by the pulse that span its spectrum) in order to achieve the

maximum target yields, is done using OCT. Below, we discuss the mathematical

formulation of OCT.

45



2.3.1 Formulation

Generally, the objective of control theory is to steer a system by a controller

for achieving predefined target successfully. OCT is formulated in terms of

maximizing the expectation values of a certain physical observable operator, Ô, in

a desired target state, ψ(T ), or a reaction channel by the design and application

of a suitable laser pulse to a molecular system in a given initial state, ψ(0) =φi.

Hence the aim is to design an optimal laser field, ε(t), in order to perform the

given task efficiently abiding by some physical constraints/conditions [28–30].

The design of such a laser field is carried out by phrasing the problem in

terms of optimization of a field dependent “cost functional”, J [ε(t)]. It contains

mainly three terms,

J [ε(t)] = Jo + Jp + Jc, (2.79)

where, the first term, Jo, has the physical objective. This is a measure of the

extent of achieving the desired objective. The second term, Jp, as a constraint

contains the penalties on control field in order to avoid any undesirable physical

processes. And the third term, Jc, contains the dynamical constraint that the

system must obey the TDSE during its controlled evolution.

The objective term can involve either time-independent or time-dependent

control targets depending on the desired dynamical goal. In the case of

time-independent control target the goal is to drive a quantum system to a

predefined state ψ(T ) at time T , from its initial state, ψ(0) = φi. A typical

example involving such targets is state selective population transfer. For instance

here, maximization of the expectation value of the target operator Ô (which

becomes a projection operator, defined below) is considered at the end of laser

interaction. On the other hand, the goal in the case of time-dependent control

target [31] in the objective term involves maximization of the expectation value

of the target operator Ô at each point of time. An example is maximization of

outgoing dissociative flux across the dividing line at R = Rd at each point of time
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i.e., maximization of the expectation value of the flux operator (defined below).

Using time-independent control targets the objective term in general can

be written as

Jo = 〈ψ(T )|Ô|ψ(T )〉. (2.80)

Specifically, for controlling state selective population transfer (that determines

the transition probability) as considered in our work, if the operator defined is a

projection operator as Ô = |φf〉〈φf |, where |φf is the preselected target state. In

this situation Jo can be written as

Jo = 〈ψ(T )|φf〉〈φf |ψ(T )〉 = |〈ψ(T )|φf〉|2. (2.81)

This shows that the overlap of laser-driven initial wavefunction with the target

wavefunction is to be maximized at the end of the pulse duration in order to

maximize Jo.

Similarly, using time-dependent control targets the objective term in general

can be written as

Jo = 〈ψ(t)|Ô|ψ(t)〉. (2.82)

Specifically, for controlling dissociative flux as considered in our work, the

objective is to maximize the expectation value of the flux operator at each point

of time, which can be defined as

Jo =

∫ T

0

dt〈ψ(t)|F̂R|ψ(t)〉. (2.83)

The flux operator, F̂R (more formal details are discussed later in the text),

appearing in above equation, is given as

F̂R =
1

2

{
p̂R
m
δ(R−R∞) + δ(R−R∞)

p̂R
m

}
(2.84)

where p̂R = −i ∂
∂R

is the momentum operator conjugate to the dissociation

coordinate, R, and m is the reduced mass of molecule along R; the quantity

R∞ is a suitably chosen large value of R.
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The second term, Jp, is a penalty (or fluence) term meant to curb the

freedom of the electric field to assume any higher intensities in achieving desired

task during its action. In strong field limit, it is not clear whether this term is

needed at all. However, incorporation of this term in the cost functional ensures

smooth convergence in such cases also. Therefore we used this term in all the

works of this thesis. The mathematical form of this term is the following:

Jp = −α0

∫ T

0

|ε(t)|2dt, (2.85)

where, α0 is a positive scalar factor that specifies the weight of the fluence term

in the functional. The use of penalty term in the cost functional is to manage the

fluence of the field. Therefore this term as a constraint avoids any undesirable

physical processes such as ionization during the control dynamics by limiting the

field intensities within physically reasonable limits.

The third term, Jc, is a dynamical constraint. This term ensures that the

system must follow the TDSE in Eq. (2.78) at all time.

Let us illustrate the OCT formalism by considering the control problem

involving two electronic states. The cost functional to be optimized can now be

written as [28, 29] (we use atomic units “throughout the work, ~ = 1)

J [ε(t)] = lim
T→∞
〈ψ(T )|Ô|ψ(T )〉 − α0

∫ T

0

|ε(t)|2dt− 2Re

[∫ T

0

〈χ(t)| ∂
∂t

+ iĤ|ψ(t)〉
]
(2.86)

where

Ĥ =

(
Ĥe −µ̂.ε∗(t)

−µ̂.ε(t) Ĥg

)
(2.87)

and

ψ =

(
ψe
ψg

)
; χ =

(
χe
χg

)
(2.88)

The off-diagonal terms of the matrix Hamiltonian on the right hand side (RHS)

of Eq. (2.87) represent the potential due to laser-molecule interaction and the
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quantity, ε(t), defines the time-dependent electric field component of the laser

radiation. The wavefunctions ψe, ψg in Eq. (2.88) represent the projections of the

system wavefunction, ψ, on the excited and ground state surfaces, respectively.

For notational simplicity we have dropped spatial dependence of wavefunctions.

The function ψ(t) is the wavefunction at time, t, propagated under the

influence of the laser field ε(t) and ψ(T ) is the target state specified at the final

time, t = T . The function χ(t) is a Lagrange multiplier function introduced to

ensure that the dynamics of the system is governed by the Schrödinger equation.

The factor α0, as mentioned above, is a positive weighting parameter which

adjusts the contribution of the radiation energy to the functional J [ε(t)].

Using variational calculus, the cost functional is varied (Eq. 2.86) with

respect to ψ(t), χ(t) and ε(t) to zero in first order. This results into the following

nonlinear pulse design equations (The derivation of these equations is presented

in Appendix B).

∂J

∂χ(t)
= 0⇒ i

∂ψ(t)

∂t
= Ĥψ(t), ψ(t = 0) = ψ(0), (2.89)

∂J

∂ψ(t)
= 0⇒ i

∂χ(t)

∂t
= Ĥχ(t), χ(T ) = Ôψ(T ), (2.90)

∂J

∂ε∗(t)
= 0⇒ ε(t) =

i

α0

[〈χe(t)|µ̂|ψg(t)〉 − 〈ψe(t)|µ̂|χg(t)〉. (2.91)

The equations (2.89-2.91) are central for the design of an optimal field. The

first of which i.e., Eq. (2.89) describes the time evolution of ψ(t) with a specified

initial condition, ψ(t = 0) = ψ(0), under the influence of laser pulse. The Eq.

(2.90) implies that the Lagrange multiplier function, χ(t), must satisfy TDSE at

all times with the specified boundary condition, χ(T ) = Ôψ(T ), at final time T .

The last of these equations i.e, Eq. (2.91) determines the optimal field, ε(t), of the

laser pulse using ψ(t) and χ(t). In order to obtain the optimal field these nonlinear

coupled differential equations are solved iteratively. For numerical evaluation of

these equations various iterative methods [28, 29] have been developed. However,

the convergence of these methods to optimal (often local) solution is in general
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slow and involve significant computational complexity.

As an alternative to these iterative methods two efficient approaches for

numerically solving the above equations exist–the gradient based approaches such

as conjugate gradient (CG) method [32–35] and approaches based on biological

evolution strategies such as Genetic algorithm (GA). Both these approaches

involve a search for optimal parameters of laser field that maximize the cost

functional. In doing so the CG method uses the gradient of the cost functional

with respect to electric field as a central object whereas the GA uses the prescribed

definition of the cost functional. The details of theoretical implementation of CG

and GA optimization methods are discussed below.

2.3.1.1 Conjugate gradient method

The optimization of an electric field in OCT is carried out using the CG method

as suggested by Balint-Kurti et al., [36–39]. The laser field ε(t) is given by [40]

ε(t) = s(t)· ε0(t), (2.92)

where s(t) is gaussian shaped envelope which ensures smooth decay of laser field

ε(t) at initial and final time and ε0(t) is a sinusoidal function. The form of the

envelope function, s(t) is assumed as

s(t) = exp
−(t− T/2)2

(T/4)2
, (2.93)

where T is the total time of pulse duration. The gradient of J with respect to the

ε0(t) at time t after k number of iterations in the optimization cycle is written as

gk(t) =
∂Jk

∂εk0(t)
= −2s(t)

[
α0ε

k(t)− Im〈χ(t)| ∂Ĥ
∂εk(t)

|ψ(t)〉

]
. (2.94)

Both ψ(t) and χ(t) are propagated in time using a time propagation technique

discussed below. The time evolution is done in discrete time steps (ti). One
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can proceed to search for the parameter space of electric fields ε(ti) that

maximize the cost functional value. Then a line search is performed along the

Polak-Ribiere-Polyak search direction [41]. The search direction is defined as

follows.

dk(ti) = gk(ti) + λk· dk−1(ti), (2.95)

where the conjugate gradient parameter λk is given as,

λk =

∑
i g

k(ti)
T (gk(ti)− gk−1(ti))∑

i g
k−1(ti)Tgk−1(ti)

. (2.96)

During the line search the search direction dk(ti) is projected [42] to avoid higher

values of ε(ti) from predefined range.

In order to achieve a pulse having simple frequency structure, the frequency

range of the laser pulse has to be restricted within the specified range (ωmin :

ωmax) [43]. The frequency filtering is done with a 20th -order Butterworth

bandpass filter [44] by filtering the projected search direction,

h(ω) =

[(
1 +

(ωmin
ω

)40
)(

1 +

(
ω

ωmax

)40
)](−1

2
)

. (2.97)

The projected search direction is Fourier transformed to obtain a function of

frequency, and this function is further multiplied by h(ω) and transformed back

to the time domain, which can be expressed as,

dkp,filter(t) =

∫
h(ω)Fω[dkp(t)]e

−iωtdω, (2.98)

where Fω[dkp(t)] is the Fourier component at frequency ω.

The updated electric-field is expressed as

εk+1(ti) = εk(ti) + λs(ti)d
k
p,filter(ti), (2.99)

where λ is determined by a line search algorithm.
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2.3.1.2 Genetic algorithm

In GA, the laser pulse can be specified in general as a sum of two terms

εga(t) = εg(t) + εr(t). (2.100)

In general εg(t) can be defined by a sinusoidal wave with an envelope function.

In the present work the term εg(t) is set to zero. The term εr(t) is defined as

εr(t) = E0 sin(ωt)s(t), (2.101)

where, E0 is determined by the pulse area theorem as suggested by Cheng et al.

[45] and ω is the transition frequency for the transition of interest. The envelop

function, s(t), ensures smooth switch on and off of the pulse at the initial and

final time, respectively. In the present works of the thesis, it is characterized by

four positive time parameters t0, t1, t2 and t3, where t0 < t1 ≤ t2 < t3. Usually,

t0 is set to 0, and t3 to T . The time period from t0 to t1 is the rise time of the

pulse, t2 to t3 is the switch off period and the intermediate section, t1 to t2, the

envelop takes the value of unity giving rise to a plateau. The envelop function

s(t) is given by

s(t) =


sin2

[
π
2

(
t−t0)
t1−t0

)]
for t0 ≤ t ≤ t1,

1 for t1 ≤ t ≤ t2,

sin2
[
π
2

(
t3−t)
t3−t2

)]
for t2 ≤ t ≤ t3 = T.

(2.102)

Using GA, different possible combinations of the amplitude (ε), two time

parameters (t1 and t2) and frequency (ω) are searched. The aim is to find the best

possible combination of these four parameters among all possible permutations.

A combination of these four parameters that define an electric field is termed as an

‘individual’ in GA. In order to find the best possible solution, certain individuals

(population size) from randomly selected parameters in the parameter space are

considered. Each parameter set then represents a chromosome (corresponding to
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Figure 2.1: Schematic representation of GA optimization: A generation of
individuals by random selection are subjected to evaluation by a fitness function
which is given as the degree to which desired target is reached, of a given problem.
The optimization proceeds iteratively using evolutionary strategies in a loop until
the convergence is reached for a given target objective. The best individual of the
final generation represents the optimal solution of a given problem. The learning
curve represents the fitness values of the best individuals in each generation [J.
Savolainen, Coherent Control of Biomolecules, Thesis, Switzerland (2008)].

a trial laser field) in analogy with biological evolution process. These randomly

selected individuals are then subjected to optimization in an effort to find the

best solution that gives rise to maximum value of the cost functional. This

optimization is performed iteratively, as follows. In every generation, fitness of

each population is measured in terms of the values of the cost functional. Subject

to natural selection, a specified number of populations (electric fields) survive.

The algorithm relies on the techniques of the natural selection process such as

inheritance, mutation, selection, and crossover. Schematic representation of the

optimization process using GA algorithm is presented in Fig. 2.1. In the present

works, we have implemented the values of the GA parameters that are widely

used as suggested in Ref. [46] for achieving good convergence of the algorithm.
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2.4 Time propagation

To determine the time evolution of a quantum mechanical system, ψ(x, t), one

should solve the TDSE

i~
∂

∂t
ψ(x, t) = Ĥψ(x, t). (2.103)

with an initial condition ψ(x, 0) = ψ0, where, ψ(x, 0) is the wavefunction at time

t = 0 and ψ0 is a specified initial wavefunction.

In the case of time-independent Hamiltonian, Ĥ, the formal solution of the

above equation is written as

ψ(x, t) = e
−iĤt

~ ψ(x, 0), (2.104)

where ψ(x, t) is a wavefunction at time t. In order to solve the TDSE, it is clear

that the operation on the initial wavefunction with Hamiltonian, Ĥ, should be

performed. In fact, the Taylor expansion of e
−iĤt

~ suggests the operation must be

repeatedly performed. If ψ is an eigenfunction of Ĥ with eigenvalue E, i.e.,

Ĥψ = Eψ, (2.105)

then, Eq. (2.104) can be written as

ψ(x, t) = e
−iĤt

~ ψ(x, 0) = e
−iEt

~ ψ(x, 0). (2.106)

However, in the case of time-dependent Hamiltonian, Ĥ, the approximate solution

of Eq. (2.103) for small time intervals, dt, for which Hamiltonian is assumed to

be constant, is given as

ψ(x, t+ dt) ≈ e
−iĤ
~ dtψ(x, t). (2.107)

Here, the size of the time interval dt decides the accuracy of this approximate

solution. The shorter the size of dt the more accurate the solution is. Therefore,

the propagated wavefunction at final time T in the presence of a pulse can be
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expressed using product of propagators (N times) over short time intervals, dt,

as follows

ψ(x, T ) = Ô(Ndt)Ô((N − 1)dt)...Ô(dt)ψ(x, t = 0), (2.108)

where, N defines the total number of time steps which implies Ndt = T and

Ô(dt) is a short time propagator which can be represented as

Ô(dt) = e
−iĤ
~ dt = e

−i[T̂+V̂ ]
~ dt. (2.109)

By definition, the Hamiltonian operator is the sum of kinetic energy (KE)

operator T̂ and potential energy (PE) operator V̂ . To evaluate the action of Ĥ

on ψ, one must recognize that T̂ and V̂ have different characteristics. The V̂

is a local operator (i.e., can be diagonalized) in coordinate space representation,

and V̂ ψ is obtained by simple multiplication in this space. Whereas, the T̂

is a non-local operator (i.e., cannot be diagonalized) in this representation and

hence the calculation of T̂ψ involves computationally tedious derivatives of the

wavefunction. In the momentum space representation reverse is true, i.e., T̂

is local and V̂ is non-local. This implies that calculation of V̂ ψ becomes

tedious whereas T̂ψ involves a simple multiplication, in momentum space. It

is clear that moving back and forth between both these spaces is inevitable.

This idea has led to the development of grid representation based methods

involving Fourier transforms. The use of Fourier transforms together with the

grid representation provides a simple, reliable and robust method for evaluating

Ĥψ. Below we describe a method, namely Fourier-grid method [47–49], that

involves Fourier-transforms as well as grids.

2.4.1 The Fourier-grid method

In Fourier-grid method a simple transformation between coordinate space and

momentum space is employed on a grid of evenly spaced points. In this method,

the actions of T̂ and V̂ are carried out in their local representations. That means
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the PE matrix becomes diagonal in coordinate space and the values are given

by just the potentials at all grid points, whereas the KE matrix is diagonal

in momentum space and is given by eigenvalues of T̂ at all grid points. It is

always feasible to work in coordinate representation because the potential could

be a complicated function of position in many situations unlike the KE which

is a Laplacian operator. Hence the complexity in PE for certain situations

forbids one to work in momentum representation since the transformation of

PE between two spaces could be cumbersome. So, in order to evaluate the KE

matrix in coordinate space, where the potential matrix is diagonal, the Fourier

transformation is employed to go back and forth between the coordinate and

momentum spaces. The formulation of the Fourier-grid method in one dimension

[50] is given below. Further extension of this method to multiple dimensions [51]

is simple. The theoretical details are as follows.

The Hamiltonian operator, Ĥ, for a particle of mass m moving on a line,

can be written usually as the sum of T̂ and V̂ as

Ĥ = T̂ + V̂ =
p̂2

2m
+ V (x̂), (2.110)

where the momentum operator, p̂, is given as

p̂ = −i~ ∂
∂x
. (2.111)

In coordinate representation, the eigenfunctions |x〉 of the position operator

x̂ with associated eigenvalues x, act as basis vectors:

x̂|x〉 = x|x〉. (2.112)

These basis vectors satisfy respectively the orthogonality and completeness

relationships as

〈x|x′〉 = δ(x− x′), (2.113)

and ∫ ∞
−∞
|x〉〈x| = Îx. (2.114)
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Now, the PE (V ) “matrix elements” in the coordinate basis can be written as

〈x′|V (x̂)|x〉 = V (x)〈x′|x〉 = V (x)δ(x− x′). (2.115)

Simillarly, the momentum basis can be formed by the eigenfunctions |k〉 of

the operator p̂ with eigenvalues ~k:

p̂|k〉 = ~k|k〉. (2.116)

As above, the corresponding orthogonality and completeness relationships for the

momentum bais can be defined as

〈k|k′〉 = δ(k − k′), (2.117)

and ∫ ∞
−∞
|k〉〈k| = Îk. (2.118)

Now, the “matrix elements” of T̂ in momentum basis can be defined as

〈k′|T̂ |k〉 = Tkδ(k − k′) =
~2k2

2m
δ(k − k′). (2.119)

The back and forth transformation between the coordinate space and the

momentum space is performed using Fourier Transformation. The following

transformation matrices are used to carry out the forward and inverse Fourier

transformations between these two representations,

〈k|x〉 =
1

(2π)1/2
exp(−ikx), (2.120)

and

〈x|k〉 =
1

(2π)1/2
exp(ikx). (2.121)
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Thus, the matrix elements of Ĥ in the coordinate representation are given as

〈x|Ĥ|x′〉 = 〈x|[T̂ + V̂ ]|x′〉

= 〈x|T̂ |x′〉+ V (x)δ(x− x′)

= 〈x|T̂
{∫ ∞
−∞
|k〉〈k|

}
|x′〉dk + V (x)δ(x− x′)

=

∫ ∞
−∞
〈x|k〉Tk〈k|x′〉dk + V (x)δ(x− x′)

=
1

2π

∫ ∞
−∞

eik(x−x′)Tkdk + V (x)δ(x− x′). (2.122)

Below we construct a discrete grid representation of the above Hamiltonian [Eq.

(2.122)] for numerical applications.

Discretization and grids

For this purpose, the continuous coordinate spaces x and x′ each are discretized

into respective N evenly spaced grid points {xi} and {xj}. They are given as

xi = i∆x, i = 1, · · · , N. (2.123)

xj = j∆x, j = 1, · · · , N. (2.124)

Where ∆x is the uniform spacing between the successive grid points. Thus the

Hamiltonian in Eq. (2.122) is an N × N matrix with Hij corresponding to the

position i∆x and j∆x. The orthogonality condition [Eq. (2.113)] in this discrete

grid can be expressed as

∆x〈xi|xj〉 = δij, (2.125)

and the identity operator (by completeness property)

Îx =
N∑
i=1

|xi〉∆x〈xi|. (2.126)

The grid length of the coordinate space is L = N∆x which determines

the longest wavelength (λmax). The reciprocal grid size in momentum space is
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determined using the grid length, and spacing chosen in coordinate space by the

relation, k = 2π/λ. The momentum grid spacing is given as

∆k =
2π

λmax
=

2π

L
=

2π

N∆x
. (2.127)

For odd number of grid points N , the values of k in momentum space are evenly

distributed around the central point k = 0.

An integer n can be defined as:

2n = (N − 1). (2.128)

Thus, the discrete grid in momentum space is defined as

kl = kmin + l∆k

=
−Nπ
L

+ l
2π

L

=
−π
∆x

+ l
2π

N∆x
, (2.129)

where l = 0, 1, · · · , N − 1.

The grid representation of “matrix elements” of the Hamiltonian operator

[Eq. (2.122)] is then

Hij = 〈xi|Ĥ|xj〉

=
1

2π

n∑
l=−n

eil∆k(xi−xj)
[
~2

2m
(l∆k)2

]
∆k +

V (xi)δij
∆x

=
1

∆x

{
n∑

l=−n

eil2π(i−j)/N

N

[
~2

2m
(l∆k)2

]
+ V (xi)δij

}
. (2.130)

This Hamiltonian matrix so constructed is referred to as the Fourier grid

Hamiltonian (FGH). The FGH matrix elements can be evaluated analytically

[50, 52–54] and diagonalizing this matrix will yield eigenvectors and eigenvalues

of the bound potentials. The computations involving the action of FGH on ψ

during its time evolution scale as N2 (as with multiplication of matrices Ĥ and ψ).

Consequently, when the calculations of time propagation of a wavepacket (WP)
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on a multidimensional space are required to carry out sufficiently accurately, the

computational effort needed can be very great. A considerable computational

efficiency can be achieved by using fast Fourier transform (FFT) algorithm

[48, 55, 56] to perform the discrete Fourier transform (DFT) of the wavefunction.

By using FFT algorithm to perform the DFT, the method scales as NlnN as

compared to N2 in the case of matrix multiplications. Also the use of FFT

technique avoids the construction and storage of matrices and it merely works

by rearranging the elements of the vector representing wavefunction. Hence, this

gives a significant computational saving for large input vectors.

We will exploit the FFT algorithm in a time propagation scheme discussed

below, for the action of Ĥ on ψ during the time evolution of the wavefunction ψ.

2.4.2 The split operator method

In the previous section, we have seen a numerical method (i.e., FGH method)

to perform the operation Ĥψ on a grid of points. The method involves

using approximate eigenvalues and eigenvectors of Ĥ for time propagation

of ψ. However, the method is limited to time-independent Hamiltonians

and is computationally less efficient because it requires the construction and

diagonalization of the FGH, the latter scaling as N3. There exists another

approach to deal with numerical implementation of time propagation by retaining

the exponent structure of the propagator, i.e., e−iĤt/~. Using such an approach

we address the question of the numerical implementation of e−iĤt/~ ψ directly

rather than repeated operations of Ĥψ as mentioned earlier. The approach in

which the exponent structure of the propagator is retained, but is approximated

as a product of kinetic and potential energy factor [55] as

e
−iĤ
~ dt ≈ e

−iT̂ dt
~ e

−iV̂ dt
~ , (2.131)

is called the “Split Operator” (SO) method [55, 56]. As the KE and PE operators

do not commute, i.e., [T̂ , V̂ ] 6= 0, the exponential term of the short propagator
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[Eq. (2.109)] cannot be exactly split as

e
−iĤ
~ dt = e

−iT̂ dt
~ e

−iV̂ dt
~ , (2.132)

but can be approximated as in Eq. (2.131) by symmetrically splitting the

Hamiltonian as

e
−iĤ
~ dt ≈ e

−iT̂ dt
2~ e

−iV̂ dt
~ e

−iT̂ dt
2~ +O(dt3), (2.133)

or

e
−iĤ
~ dt ≈ e

−iV̂ dt
2~ e

−iT̂ dt
~ e

−iV̂ dt
2~ +O(dt3), (2.134)

with an error, O(dt3), proportional to the the commutator [T̂ , V̂ ] (see Appendix

A for details).

The splitting as shown in Eq. (2.133) is referred to as the PE referenced

SO method [57], and the one in Eq. (2.134) is referred as the KE referenced

SO method [57]. Using the former, [Eq. (2.107)] the time propagation of a

wavefunction can be rewritten as

ψ(x, t+ dt) ≈ e
−iT̂ dt

2~ e
−iV̂ dt

~ e
−iT̂ dt

2~ ψ(x, t). (2.135)

From the above equation it is clear that the consecutive operation of three

exponents on the wavefunction, ψ(t), at a given time t gives the time evolved

wavefunction at time t+ dt. The strategy is to employ these exponent operators

locally. A local operation of the exponential form of the T̂ is performed using

FFT algorithm whereas the operation of the exponentiated V̂ is performed by

simple multiplication, e
−iV̂ dt

~ ψ(x).

In one dimension, the time propagation of wavefunction in this scheme

involves the following steps:

1. At first, the wavefunction is transformed from coordinate space (x) to

momentum (k) space using FFT method, and then multiplied at each grid

point by e(−i ~
2k2

2m
dt
2~ ), that is, e(−i ~

2k2

2m
dt
2~ ) ψ(k, t), where

ψ(k, t) =
1

(2π)1/2

∫ ∞
−∞

ψ(x, t)e−ikxdx = FFT{ψ(x, t)}. (2.136)
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2. After this, the wavefunction is transformed back to the coordinate space by

an inverse FFT method and then multiplied by exp(−iV (x̂)dt
~ ) as e−i

V (x)dt
~

ψ(x, t), where

ψ(x, t) =
1

(2π)1/2

∫ ∞
−∞

ψ(k, t)eikxdk = FFT−1{ψ(k, t)}. (2.137)

3. The resulting wavefunction is again Fourier transformed to the momentum

space and then multiplied with other half of KE operator, e−i
~2k2
2m

dt
2~ as in

point 1.

As the factor e−i
~2k2
2m

dt
2~ is independent of the propagation step, therefore, its left

and right parts in Eq. (2.133) can be combined for two successive propagation

steps.

In a similar way, the short time propagator in two dimensions (as far as

the present work is concerned, it typically involves a tuning coordinate, R and a

coupling coordinate, Q) can be defined as

Û(dt) ≈ e
−iT̂Rdt

2~ e
−iT̂Qdt

2~

·e
−iV̂ dt

~ e
−iT̂Qdt

2~ e
−iT̂Rdt

2~ , (2.138)

where the action of the KE operator involving coordinate Q follows the similar

procedure as explained for propagation of wavefunction in one dimensional case.

The SO method preserves unitarity of the evolution operator. The

SO method can be used for time propagation of a wavefunction evolving

on multiple electronic states with a coupling between them, either due to

nonadiabatic interactions (time-independent) or interactions with light via TDM

(time-dependent).
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2.5 Physical observables

In this section, we discuss about the physical observables related to the work of

this thesis.

2.5.1 Flux operator

The flux operator, F̂ , is a measure of probability of the current density through

a dividing surface. The dividing surface Θ is located in such a way that the

reactant and product channels are well seperated. Formally, the quantum flux

operator, F̂ , is defined as

F̂ = i
[
Ĥ, Θ̂

]
, (2.139)

Θ̂ = H(R−Rf ), (2.140)

=

{
0, R<Rf

1, R>Rf

(2.141)

where H represents the Heaviside step function of the coordinate R. Since Θ

is a function of R, it commutes with PE operator but not with KE operator.

Therfore, the F̂ takes the form [58]:

F̂ = i[T̂ , Θ̂]

=
−i
2m

{
∂

∂R

∂

∂R
H(R−Rf )−H(R−Rf )

∂

∂R

∂

∂R

}
(2.142)

=
−i
2m

{
∂

∂R
δ(R−Rf ) + δ(R−Rf )

∂

∂R

}
, (2.143)

where,

T̂ =
−1

2m

∂2

∂R2
,

∂

∂R
H(R−Rf ) = δ(R−Rf ), (2.144)

and H(R−Rf )
∂

∂R
= −δ(R−Rf ). (2.145)
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In Eq. (2.145) the adjoint of ∂
∂R

operates on the Heaviside step function and

( ∂
∂R

)† = - ∂
∂R

. For a given reaction coordinate, say R1, the reaction probability

in the ith electronic state is given by the time-accumulated flux about a dividing

surface at R1 = Rf :

FD
i (t) =

∫
dt 〈φi(R1, R2, .., t)|F̂ |φi(R1, R2, .., t)〉

∣∣∣
R1=Rf

=

∫
Im

[〈
φ(R1, R2, .., t)|

∂

∂R1

φi(R1.R2, .., t)

〉∣∣∣∣∣
R1=Rf

 dt.(2.146)

In the case of dissociation, the probability of dissociation in a particular channel

is obtained by Eq. 2.146 at R = Rd. Where Rd is the point where analysis line

is located through which the dissociation flux is measured.

2.5.2 Probability density

The probability density (PD) at a given time is defined as the absolute square of

the nuclear WP in the ith diabatic (or adiabatic) electronic state, as follows:

PDdia
i (t, R1, R2, ..) = |ψdiai (R1, R2, .., t)|2, (2.147)

PDaa
i (t, R1, R2, ..) = |ψadi (R1, R2, .., t)|2. (2.148)

The probability density cuts along a particular nuclear degrees of freedom,

say R1, is obtained by integrating the abolute square of WP over all other degrees

of freedom:

PDd
i (t, R1) =

∫
dR2

∫
dR3...|ψdi (R1, R2, R3, .., t)|2, (2.149)

PDa
i (t, R1) =

∫
dR2

∫
dR3...|ψai (R1, R2, R3, .., t)|2. (2.150)

2.5.3 Electronic population probability

The quantity of primary focus in the coupled state dynamics is the

time-dependence of population probabilities of the electronic states. Adiabatic
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(P ad
i ) and diabatic (P dia

i ) electronic population probabilities are defined as

expectation values of the respective projection operators:

P dia
i (t) = 〈Ψ(t)|Φdia

i 〉〈Φdia
i |Ψ(t)〉, (2.151)

P ad
i (t) = 〈Ψ(t)|Φad

i 〉〈Φad
i |Ψ(t)〉. (2.152)

The Eqs. 2.151 and 2.151 are equivalent to the respective expressions given

by Eqs. 2.153 and 2.154 below. The latter represent the integrated probability

densities of WP over all nuclear degrees of freedom in diabatic and adiabatic

representation, respectively.

P dia
i (t) =

∫
dR1

∫
dR2...|ψdiai (t, R1, R2, ...)|2, (2.153)

P ad
i (t) =

∫
dR1

∫
dR2...|ψadi (t, R1, R2, ...)|2. (2.154)

In the present work on dissociation, the following trick is employed

for calculating both the adiabatic (P ad
i (t)) and diabatic (P dia

i (t)) population

probabilities of an ith state:

P dia
i (t) =

Rd∫
0

dR1

∫
dR2...|ψdiai (R1, R2, .., t)|2 + FD

i (t), (2.155)

P ad
i (t) =

Rd∫
0

dR1

∫
dR2...|ψadi (R1, R2, .., t)|2 + FD

i (t), (2.156)

where FD
i (t) is the respective time-accumulated dissociative flux of diabatic and

adiabatic WP calculated in the asymptotic region of PESs at, R = Rd, as given

in Eq. (2.146). This way, the integration over large nuclear coordinate space (R1)

can be avoided.

65



Bibliography

[1] J. D. Jackson, Classical Electrodynamics, Wiley, New York, (1962).

[2] H. Goldstein, Classical Mechanics, 2nd Ed., Addison-Wesley, Reading, MA,

(1980).

[3] R. Loudon, The Quantum Theory of Light, 2nd ed., Clarendon, Oxford,

(1983).

[4] M. Born and R. Oppenheimer, Ann. Phys. 84, 457 (1927).

[5] F. T. Smith, Phys. Rev. 179, 111 (1969).

[6] M. Baer, Adv. Chem. Phys. 124, 39 (2002).

[7] M. Baer, Mol. Phys. 40, 1011 (1980).

[8] C. A. Mead and D. G. Truhlar, J. Chem. Phys. 77, 6090 (1982).

[9] J. von Neumann and E. Wigner, Phys. Z. 30, 467 (1929).

[10] E. Teller, J. Phys. Chem. 41, 109 (1937).

[11] H. A. Jahn and E. Teller, Proc. Roy. Soc. 244, 1 (1937).
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Chapter 3

Control of vibrational transitions
in HCl

Selective preparation of states of a molecular system using optimally designed

laser pulse has gained much interest in the recent past [1–6]. Such selective

excitation in molecules has been explored to control bond dissociation [7–18],

isomerization [19–22] and isotope selectivity [23–26]. Of late, the selectively

(coherently) prepared molecular states by shaped laser pulses have been found to

be useful in the area of quantum computing [28–40].

Given the general scenario related to the applications of coherently prepared

molecular (specifically, vibrational) states, we present here the laser controlled

vibrational transitions of a simple diatomic molecule, HCl. The general

motivation is as follows. Many H-abstraction reactions in chemistry involve

mostly halides like HCl, HBr and HI. They often need to undergo coherent

vibrational excitation to promote the reaction efficiently. For instance the

late-barrier reactions in chemistry require vibrationally hot reactant molecules to

enhance the reactivity [41]. We hope that the control studies related to HCl serve

well as a prototype for higher halides which participate in the kind of reactions

mentioned above.

In this chapter, we have studied the controlled preparation of coherent

vibrational eigenstates of HCl using optimally shaped pulses. Both fundamental
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and overtone transitions of a vibration are considered for the control study.

Specifically, the results of the effect of variation of penalty factor on the

physical attributes of the system (i.e., probabilities) and pulse (i.e., amplitudes)

considering three different pulse durations for each value of penalty factor are

shown and discussed. We have employed the optimal control theory (OCT)

machinery [42, 43] to obtain infrared pulses for selective vibrational transitions.

The optimization of initial guess field with Gaussian envelope, phrased as

maximization of cost functional, is done using conjugate gradient method [44].

The potential and the dipole moment functions used in the calculations of control

dynamics are obtained from high level ab initio calculations. A point worth

mentioning here is that obtaining the correct dipole moment function ab initio at

large distances is difficult as one goes to higher halides. In this regard, here we

were able to calculate the same for the HCl molecule and hence made use of it

to study vibrational transitions. This makes the calculations more rigorous and

hence more useful in shaping infrared pulses.

Our objective is to carry out the calculations of optimal pulses for controlling

vibrational excitations of HCl molecule within the framework of OCT for the

following transitions:

HCl(υ = 0) → HCl(υ = 1)

HCl(υ = 0) → HCl(υ = 2).

These calculations are done for three pulse durations, i.e., 30000 a.u., 60000

a.u. and 90000 a.u., for a given value of penalty factor.

3.1 Theory

3.1.1 Model system and ab initio calculations

HCl molecule in its ground electronic state is considered as the model system.

Potential and dipole moment functions are shown in Fig. 3.1 and Fig. 3.2,
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Figure 3.1: Potential Energy curve for HCl: Calculated by ab initio CCSD
method with cc-pVTZ basis set.The solid curve represents the analytic fit to
these calculated ab initio points [cf., Eq. (3.1)].

respectively. They are obtained by plotting the data calculated by ab initio CCSD

method with aug-cc-pVTZ basis and CASSCF(8,8) method with aug-cc-pVTZ

basis set, respectively, using Molpro suite of programme package [45]. The

potential and the dipolemoment are obtained by curve fitting as follows,

V (R) = De[1− e−β(R−Re)]2, (3.1)

where, De = 0.278475, Re = 2.412412037 and β = 0.918055 in a.u., and the dipole

moment function is given as

µ(R) =
6∑

n=0

µnR
ne−σR

2

, (3.2)

where, µ0 to µ6 1.06511, -5.2444, 10.9834, -10.7007, 5.51494, -1.43929, 0.159831,

respectively, and σ = 0.316883 (in a.u.).
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Figure 3.2: Dipole moment curve for HCl: Calculated by ab initio CASSCF(8,8)
method with aug-cc-pVTZ basis set.The solid curve represents the analytic fit to
these calculated ab initio points [cf., Eq. (3.2)]
.

3.1.2 1D treatment

Here, it is assumed that the HCl molecule is oriented along the polarization

direction of the linearly polarized laser field. The molecular Hamiltonian and

the interaction Hamiltonian due to laser-molecule interaction take the following

forms,

Ĥ0 =
−1

2m

∂2

∂R2
+ V (R), (3.3)

Ĥint = −µ(R)· ε(t), (3.4)

where, V (R) and µ(R) are of the form given in Eqs. (3.1) and Eq. (3.2),

respectively, m is the reduced mass of HCl molecule and ε(t) is the electric field

amplitude.
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3.1.3 Theory of design of optimal pulses

We formulate the problem such that we seek a desired value of an observable at

t = T , by applying a field. Here our objective is to maximize the population

transfer from an initial vibrational state to a predefined target state by applying

laser pulses designed using OCT. The time evolution of a system in the presence of

a field is governed by time-dependent Schrödinger equation within semiclassical

dipole approximation [46, 47]. The Hamiltonian now reads as (ignoring other

noise terms)

Ĥ = Ĥ0 − µ̂ε(t), (3.5)

where ε(t) and µ̂ are electric field of laser and electric dipole operator, respectively.

In OCT, the crucial step is to construct and optimize a cost functional,

J[ε(t)], given by

J [ε(t)] = |〈ψi(T )|φf〉|2 − α0

∫ T

0

ε(t)2dt− 2Re

[∫ T

0

〈χf (t)|
∂

∂t
+ iĤ|ψi(t)〉

]
(3.6)

Here, the first term refers to the transition probability obtained by

measuring the overlap between the laser driven initial wavefunction ψi(t) and

the target state φf specified at the final time T . The Second term is a penalty

term for the electric field strength with the weight α0. The last term ensures the

physics of the dynamics, the time dependent Schrödinger equation (TDSE) that

should be followed exactly. The function χf (t) can be regarded as a Lagrange

multiplier function.

Each of the terms in Eq. (3.6) depends explicitly or implicitly on the

unknown driving field, ε(t), and the goal is to maximize J [ε(t)] requiring, ∂J [ε]
∂ε

=

0. Setting the first order variations of the cost functional with respect to χf (t),

ψi(t), and ε(t) to zero yield the following nonlinear pulse design equations.

75



∂J

∂χf
= 0⇒ i

∂ψi(t)

∂t
= Ĥψi(t), ψi(0) = φi (3.7)

∂J

∂ψi
= 0⇒ i

∂χf (t)

∂t
= Ĥχf (t), χf (T ) = 〈φf |ψi(T )〉|φf〉 (3.8)

∂J

∂ε
= 0⇒ α0ε(t) = −Im(〈χf (t)|µ|ψi(T )〉) (3.9)

The desired field can be obtained from Eq. (3.9). The Eq. (3.7) gives the

evolution of the initial state in time, Eq. (3.8) gives the magnitude of χ(t)

at t = T , and to calculate the field both are required at each point of time.

In general, these coupled equations are nonlinear and hence need to be solved

iteratively. The optimization is done using CG method described in chapter 2.

3.2 Results and Discussion

In this section, results for the population control of the fundamental and

overtone transition of HCl molecule from its ground vibrational state to the

desired target state are discussed within dipole approximation. The Fourier Grid

Hamiltonian (FGH) [48–50] method is used to compute the vibrational energies

and eigenfunctions of the model system. The nuclear wavefunction is represented

on a one dimensional grid along the internuclear coordinate, R; its magnitude

ranging from 0.530 a0 to 6.031 a0.

As mentioned, the initial guess laser field has the following form,

ε(t) = E0 sin(ωinitt) · s(t), (3.10)

where E0 is the field amplitude and ωinit= (ωf -ωi) corresponds to the frequency

for transition from the initial to target vibrational state of the HCl molecule. The

factor, s(t), is a Gaussian envelope function [Eq. (2.93)] to ensure smooth decay

of the pulse and preserved during the optimization to design an experimentally
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feasible pulse. In Eq. (2.97), the ωmin and ωmax are set as 10 and 10000 cm−1,

respectively.

3.2.1 Fundamental transition: HCl(υ = 0)→ HCl(υ = 1)

Here, our goal is to design a suitable pulse at three different time durations, i.e.,

for values of T equal to 30000, 60000 and 90000 a.u. that can selectively transfer

the population from the initial vibrational state to the target vibrational state.

The initial guess amplitude, E0, and the penalty factor, α0, are set as 0.005 a.u.

and 1.0, respectively.

In Fig. 3.3 , plots a1, b1 and c1 show the optimized electric fields as a

function of time for pulse durations 30000, 60000 and 90000 a.u., respectively.

It is clear from the structure of the pulses, as we increase the pulse duration,

the field amplitude decreases and the shape of the pulse gets broadened in the

time domain which is in accordance with the pulse-area theorem [51, 52]. The

associated frequency spectra for each pulse durations are shown in plots a2, b2 and

c2. It is clear that the plot c2 shows sharp peak at 3447 cm−1 compared to plot

a2 and plot b2 at their respective transition frequencies. The population transfer

dynamics associated with the application of the pulse with durations 30000, 60000

and 90000 a.u., is shown in a3, b3 and c3 respectively. As time increases, the

population is transfered to the target state from the initial state for three pulse

durations. During the laser driven dynamics, some of the population is transfered

to the υ = 2 state, considerably for 30000 and 60000 a.u., pulse but negligibly

small for 90000 a.u. pulse. However, at the end of each pulse duration 100%

population transfer occurs to the target state (i.e., υ = 1). The plots a4, b4 and

c4 show the variation in transition probability and cost functional with iteration

steps of optimization for each durations of pulse considered, respectively. The

convergence of the algorithm is found to be faster for 30000 a.u. pulse duration.

After a few steps, for application of 90000 a.u. pulse, the cost functional converges
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Table 3.1: Results for fundamental transition (υ=0→ υ=1) for pulse durations of
30000, 60000 and 90000 a.u. for different values of α0: 1.0, 0.1 and 0.01. ‘P ’ refers
to the transition probability; ‘J ’ refers to the cost functional value; ‘ εpeak’ refers
to the value of maximum amplitude of the optimized laser field. All quantities
are in atomic units.

α0 Pulse duration (T) P J εpeak
30000 0.924 0.523 0.802×10−2

1.00 60000 0.982 0.783 0.323 ×10−2

90000 0.990 0.852 0.203×10−2

30000 0.998 0.943 0.883×10−2

0.10 60000 0.999 0.975 0.355×10−2

90000 0.999 0.983 0.241×10−2

30000 0.999 0.993 1.028×10−2

0.01 60000 0.999 0.997 0.505×10−2

90000 0.999 0.999 0.344×10−2

to a value 0.85 (plot c4) which corresponds to more than 99% population transfer.

The time evolution of initial state probability densities under the action

of the three pulses of duration 30000, 60000 and 90000 a.u. is shown in a5, b5

and c5, respectively, at the end of their duration. They show good overlap for

30000 and 60000 a.u. pulse and complete overlap for 90000 a.u. pulse with target

probability density at the final time (T ) of each pulse.

We show in Figs. 3.4 and 3.5 the effect of the penalty factor (α0) on

transition probability (P ), cost functional value (J), and the field peak amplitudes

(εpeak) by varying its value 0.10 and 0.01 for the three pulse durations. The results

are summarized in Table 3.1. It is observed that for α0 = 0.01, the three pulses of

duration 30000, 60000 and 90000 a.u. are almost equally efficient in transferring

population to the target state. As the time duration increases, these results follow

an expected trend of decrease in field amplitudes, increase in probability densities

and higher values of cost functional and its faster convergence. Exactly the same

arguments would go through for α0 value of 0.1 as that of 0.01 but with slightly

less performance in driving population to the target state, comparatively.
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Figure 3.3: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→1 for pulses of duration 30000,
60000 and 90000 a.u.; α0 is set as 1.0
.
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Figure 3.4: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→1 for pulses of duration 30000,
60000 and 90000 a.u.; α0 is set as 0.1
.
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Figure 3.5: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser-driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→1 for pulses of duration 30000,
60000 and 90000 a.u.; α0 is set as 0.01
.
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3.2.2 Overtone transition: HCl(υ = 0)→ HCl(υ = 2)

As for the fundamental transition, here too, we aim to design suitable pulse for

three different time scales of pulse duration that can achieve maximum population

transfer selectively to the target state. We observed that for this transition, the

penalty factor (α0) plays a crucial role for all the three time scales in the design

of optimal pulses. Here, in this case, for instance, setting penalty factor (α0) to

1.0 with amplitude (E0) 0.005 a.u. leads to an optimized field with secondary

frequency structure and showing highly poor performance in mimicking the initial

state with the target state. The results for α0 equal to 1.0 are shown in Fig. 3.6.

As we decrease the penalty factor by a factor of 10 successively twice and

run the optimization calculations, we begin to see the efficient population transfer

to an intermediate state (υ = 1) and a small amount to the higher state (υ = 3)

but a fair amount of population transfer to the target state (υ = 2) for all

three time scales. However, at the end of pulse durations the entire population is

transferred to the target state. The secondary structure of the frequency spectrum

for each pulse duration is fairly reduced for α0 values (0.01 and 0.1). However,

the reduction of the secondary structure of frequency is better for α0 equals 0.01

compared to 0.1. The width of the peaks accounts for involvement of other

states during population transfer dynamics. We can also observe that, as we

decrease the α0 value from 1.0, the pulse has complex temporal behaviour for all

three pulse durations considered. The interesting fact observed for two α0 values,

with each involving three different time scale of the pulse is that, as the pulse

duration increases the splitting of initial gaussian enveloped pulse into a train of

sub pulses show that excitation with train of pulses is needed to achieve maximum

population transfer to the target for overtone transition unlike in the case of

fundamental transition. It is therefore clear that the pulse structure accounts for

the small oscillations of population of initial and target states during the laser

driven dynamics. The effect of oscillation of population is more pronounced for
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Table 3.2: Results for overtone transition (υ=0→ υ=2) for pulse duration of
30000, 60000 and 90000 a.u. for different values of α0: 1.0, 0.1 and 0.01. ‘P ’ refers
to the transition probability; ‘J ’ refers to the cost functional value; ‘εpeak’ refers
to the value of maximum amplitude of the optimized laser field. All quantities
are in atomic units.

α0 Pulse duration (T) P J εpeak
30000 4.8680×10−12 -9.4845×10−8 0.10622×10−6

1.00 60000 5.3980×10−10 -1.1048×10−7 6.8567×10−6

90000 1.04212×10−8 -1.6954×10−7 4.985 ×10−6

30000 0.9920 0.8385 2.43×10−2

0.10 60000 0.9991 0.9393 0.78 ×10−2

90000 0.9996 0.9618 0.48×10−2

30000 0.9996 0.9730 2.76 ×10−2

0.01 60000 0.9999 0.9935 0.83 ×10−2

90000 0.9999 0.9959 0.51 ×10−2

90000 a.u. pulse for both α0 values, as is revealed by its pulse structure compared

to 30000 and 60000 a.u. However, it is much more pronounced for α0 value 0.01.

The results are shown in plots of Fig. 3.7 and Fig. 3.8 for α0 values 0.1 and 0.01

respectively.

We show in Figs. 3.7 and 3.8 the effect of penalty factor (α0) on the

transition probability (P ), the cost functional (J), the field peak amplitudes

(εpeak), by varying its value (0.10 and 0.01) for three different pulse durations for

each of these α0 values. The results are summarized in Table 3.2. Here too, it

is observed that for α0 = 0.01, the three pulses of duration 30000, 60000 and

90000 a.u. are almost equally efficient in transferring population to the target

state, following a trend in the amplitudes, the cost functional convergence and

the probability densities, as expected. These arguments follow same as in the

control of fundamental transition.
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Figure 3.6: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser-driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→2 for pulses of duration 30000,
60000 and 90000 a.u.; α0 is set as 1.0
.
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Figure 3.7: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser-driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→2 for pulses of duration 30000,
60000 and 90000 a.u.; α0 is set as 0.1
.
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Figure 3.8: Optimized laser fields as function of time (a1, b1 and c1), frequency
spectra of the optimized laser fields (a2, b2 and c2), population dynamics of
vibrational states (a3, b3 and c3) and convergence of the transition probability
(P ) and the cost functional (J) with number of iterative steps involved in the
optimization (a4, b4 and c4) are shown. Plots (a5, b5 and c5) show the overlap
of laser-driven evolved probability density at the end of pulse duration with the
target probability density, for transition υ=0→2 for pulse duration of 30000,
60000 and 90000 a.u.; α0 is set as 0.01
.
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3.3 Summarizing remarks

In summary, reliable optimized laser fields for the state selective population

transfer using the conjugate gradient method within the theoretical framework

of OCT are obtained in the present investigation. The detailed study relied on

the calculated ab initio potential and dipole moment functions with the aid of

stat-of-the-art quantum chemistry mentods. Specifically, the effect of variation

of penalty factor on the physical attributes of the system (i. e., probabilities)

and pulse (i. e., amplitudes) considering three differ- ent pulse durations for each

value of penalty factor, is studied. As expected, we have observed that for each

pulse duration considered with decrease in the value of the penalty factor α0, the

field amplitude increases. Similarly, as the pulse duration for a particular α0 is

increased, the amplitude of field decreases. Further, the examination of the results

of the cost functional convergence with the variation of the penalty factor (in all

cases) reveal that there is an interplay of penalty factor and amplitude term in

the penalty function (−α0

∫ T
0
ε(t)2dt) with former always showing a dominating

role.

As the time duration for a particular α0 is increased more iterative steps

needed for the convergence of transition probabilities. It is almost 100% transfer

for both the transitions at the end of each pulse duration for α0 values of 0.1 and

0.01. The results further indicate that the shape of the optimized laser pulses

and associated target yields (here transition probabilities) depend on a particular

value of the penalty factor, α0. The optimized fields obtained with smooth switch

on and off behaviour are quite experimentally feasible with judicious choice of the

parameters α0, T and εpeak as discussed in this study.
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Phys. Chem. Chem. Phys. 7, 1151 (2005).

[26] Y. Kurosaki, K. Yokoyama, and A. Yokoyama, J. Chem. Phys. 131, 144305

(2009).

89



[27] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum

Information, Cambridge University Press, London, (2006).

[28] C. M. Tesch, L. Kurtz, and R. de Vivie-Riedle, Chem. Phys. Lett. 343, 633

(2001).

[29] J. Vala, Z. Amitay, B. Zhang, S. R. Leone, and R. Kosloff, Phys. Rev. A 66,

062316 (2002).

[30] J. P. Palao and R. Kosloff, Phys. Rev. A 68, 062308 (2003).

[31] Y. Ohtsuki, Chem. Phys. Lett. 404, 126 (2005).

[32] B. M. R. Korff, U. Troppmann, K. L. Kompa, and R. de Vivie-Riedle, J.

Chem. Phys. 123, 244509 (2005).

[33] R. de Vivie-Riedle and U. Troppmann, Chem. Rev. 107, 5082 (2007).

[34] D. Babikov, J. Chem. Phys. 121, 7577 (2004).

[35] T. Cheng and A. Brown, J. Chem. Phys. 124, 034111 (2006).

[36] S. Suzuki, K. Mishima, and K. Yamashita, Chem. Phys. Lett. 410, 358

(2005).

[37] K. Shioya, K. Mishima, and K. Yamashita, Molec. Phys. 105, 1283 (2007).

[38] K. Mishima, K. Tokumo, and K. Yamashita, Chem. Phys. 343, 61 (2008).

[39] M. Tsubouchi and T. Momose, Phys. Rev. A 77, 052326 (2008).

[40] R. R. Zaari and A. Brown, J. Chem. Phys. 132, 014307 (2010).

[41] J. C. Polanyi, Acc. Chem. Res. 5, 161 (1972).

[42] S. Shi and H. Rabitz, J. Chem. Phys. 92, 364 (1990).

90



[43] W. Zhu, J. Botina, and H. Rabitz, J. Chem. Phys. 108, 1953 (1998).

[44] G. G. Balint-Kurti, S. Zou, and A. Brown, Adv. Chem. Phys. 138, 43 (2008).

[45] H. -J. Werner, P. J. Knowles, R. D. Amos, A. Bernhardsson, and others,

MOLPRO-2002, a package of ab inition programs; Universitat Stuttgart:

Stuttgart, Germany; University of Birmingham, United Kingdom, (2002).

[46] K. Sunderman and R. de Vivie-Riedle, J. Chem. Phys. 110, 1896 (1999).

[47] S. P. Shah and S. A. Rice, J. Chem. Phys. 113, 6536 (2000).

[48] C. C. Marston and G. G. Balint-Kurti, J. Chem. Phys. 91, 3571 (1989).

[49] G. G. Balint-Kurti, C. L. Ward and C. C. Marston, Comput.Phys. Comm.

67, 285 (1991).

[50] G. G. Balint-Kurti, R. N. Dixon and C. C. Marston, Int. Rev. Phys. Chem.

11, 317 (1992).

[51] T. Cheng and A. Brown, J. Chem. Phys. 124, 034111 (2006).

[52] M. Holhaus and B. Just, Phys. Rev. A 49, 1950 (1994).

91



92



Chapter 4

Control of intramolecular
H-transfer in malonaldehyde: A
2-states-1-mode model study

The H-bond is present in a variety of chemical and biological systems [1, 2]

and plays an important and decisive role in their structure and reactivity.

Considerable work has been done both experimentally and theoretically in order

to understand the dynamics of hydrogen (H) motion [2, 3] in such systems.

Among these, one of the most studied processes is intramolecular H-transfer in

malonaldehyde and its derivatives [4]. The tunneling and over-the barrier transfer

are the two mechanistic paths via which the proton (rather H) motion occurs in

this molecule [5]. Tunneling mechanism is faciliated by the light mass of ‘H’

atom, relatively high barrier, low temperature and is purely a quantum effect,

while barrier crossing mechanism is favored by relatively low barrier and high

temperature. Among many, the details of the mechanism latter can be treated

using the transition state theory (TST) approach as well [6].

In this chapter we have explored the simplest version of Tannor-Rice

pump-dump scheme [7, 8] within the framework of OCT [9] for a controlled

initiation of intramolecular H-transfer (HT) in malonaldehyde molecule mediated

via an optically bright electronic excited state. It is noted that so far the
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strategies applied for the control of H-transfer in malonaldehyde derivatives

occurring in their electronic ground state [10, 11] are treated with the aid of

infrared (IR)-laser pulse. In the past, the pump-dump mechanism of electronic

control was much less explored compared to the vibrational control. This is

due to the ease of choosing arbitrary time delay in the vibrational control

processes. Furthermore, many of the studies were focussed on the control of

intramolecular vibrational redistribution (IVR) and other dissipative molecular

processes (in contrast to isomerization processes) occuring in picosecond time

scales [12]. With the advancement of both theoretical and experimental

techniques for treating electronic control with the aid of strong and short (a

few cycle or sub-cycle) femtosecond pulses bypassing the competitive IVR and

other dissipative phenomena (which occur in picosecond time regime) gave much

scope for treating the control of molecular phenomena effectively.

Photo-isomerization of cis-malonaldehyde in the electronic ground state

mediated via a bound electronic excited state is both conceptually novel and

experimentally feasible. Study of such controlled isomerization process is

motivated by: (a) the stronger action of transition dipole moment, µ(R),

[compared to the permanent dipole moment, d(R)] in promoting electronic

transitions, (b) the fact that an electronic excitation changes the force-field

of the molecule effectively instantaneously compared to the delayed step-wise

vibrational excitation, and (c) the pulse shaping technology in the UV region,

which is more advanced compared to the same in the IR region. The above

approach of designing optimal pulses was explored in the quantum control of

Li2Na photo-isomerization from a stable acute to the near-degenerate obtuse

configuration and more recently in isomerization dynamics of semibullvalene

in the electronic ground state by Manz et al. [13, 14]. We have adapted the

pump-dump scheme mentioned in Ref. [9] and achieved, notably, significant yield

of the dynamical objective with strong and short (∼80 fs) optimal UV-pulses. In
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our approach we use the conjugate gradient method (CG) as described in the

previous chapter [15] for the optimization.

Since the HT reactions (in the electronic ground state) in these kind of

systems occur on the time scale of about 60 fs [16], we set a pulse duration of

80 fs so that the pump-dump mechanism is set to complete within 60 fs. Even

though the effective pumping and dumping of the wavepacket (WP) can be done

at arbitrary time scales for any given total duration of the pulse, we set the

duration to 80 fs so that the dynamical evolution of the system encompasses

most of its possible configurations along the reaction coordinate. The smooth

switching on and off of both the pump and dump pulse is ensured by time-varying

gaussian envelopes. The laser driven dynamics is allowed to occur on the ab

initio potentials of the chosen system along the reaction coordinate (ξ). The

Franck-Condon excitation energy for the respective transition is obtained by ab

initio quantum chemistry calculations. The calculated excitation energies are in

good agreement with those estimated from experiment [17].

4.1 Theoretical model and techniques

The reaction coordinate of the HT process is defined as the difference between

two O-H distances i.e., ξ = RO1H − RO2H . Constrained optimization (fixing

either of ROH and optimizing rest of the molecular geometrical parameters)

imposing Cs symmetry followed by single point calculations have been performed

for the minimum-energy-path along the reaction coordinate, ξ. The electronic

structure calculations are carried out at the EOM-CCSD (equation of motion

coulpled cluster singles and doubles) level of theory employing aug-cc-pVTZ

(augmented version of correlation-consistent polarized valence-triple-zeta) basis

set and MOLPRO suite of programs [18].

The potential energy curves for the ground S0 (Vg) and optically bright

excited S2 (ππ∗, Ve) electronic states and the transition dipole moment (TDM)
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Figure 4.1: Ab initio calculated transition dipole moment as a function of ξ shown
by the points. An analytic fit [cf. Eq. (4.3)] to these ab initio points is shown by
the solid curve.

(µ) of malonaldehyde molecule are plotted along ξ in Fig. 4.4 and Fig. 4.1,

respectively. The points in these curves represent the calculated ab initio data and

the superimposed lines represent an analytic fit. The analytical fit equations of

these quantities as functions of ξ are obtained by nonlinear least squares approach

as,

Vg(ξ) = a0 +
4∑
i=1

aiξ
2i, (4.1)

Ve(ξ) = a0 +
3∑
i=1

aiξ
2i, (4.2)

µ(ξ) = a0 +
7∑
i=1

aiξ
2i. (4.3)

where, ai’s are fit parameters and their values are given in the Table 4.1.

The associated reduced mass of the system along the coordinate ξ reads as,

2MHMO/(MH + 2MO). The system dynamics in the presence of field within the

semiclassical dipole approximation [19, 20] is given by the Schrödinger equation

as follows

i~
∂

∂t

(
ψe
ψg

)
=

(
Ĥe V̂ge
V̂eg Ĥg

)(
ψe
ψg

)
, (4.4)
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Table 4.1: Fit parameters of the TDM (µ), electronic ground state (Vg) and
excited state (Ve) potential energy functions [cf. Eqs. (4.1)-(4.3)].

Parameter Value for µ Value for Vg Value for Ve
a0 1.41996 0.00782249 0.169584
a1 -0.0317928 -0.00988406 0.0123232
a2 0.0720818 0.00366599 -0.00196209
a3 -0.0451523 -0.00053346 0.000125813
a4 0.0152445 0.00098584 –
a5 -0.0028904 – –
a6 0.000286821 – –
a7 -0.0000115625 – –

where ψe, ψg are the projections of the wavefunction (ψ) on the excited and

ground state surfaces. The off-diagonal terms of the matrix Hamiltonian on the

right hand side represent the interaction potential, V̂eg = µ̂eg ε(t) and V̂ge = V̂ ∗eg

. The quantity, ε(t), defines the time-dependent electric field component of the

laser radiation.

The initial and final target WPs (they correspond to the structure I and

III, respectively, drawn below the abscissa of Fig. 4.4) are approximated to a

Gaussian. The initial packet is prepared at the equilibrium minimum of the

reagent (I) ground state (zero of the energy scale) and the target packet (III)

with its total energy, Eg ≈ 0.028Eh, prepared past the barrier of the ground

state. The snapshots of both the WPs are shown in Fig. 4.4 and are labeled

as a and f respectively. The separation in reaction coordinate (ξ) between the

initial and target WPs is set to ∆ξ = 2.31 a0. The initial and target WPs are

represented by the following functional form,

Ψinit(ξ) ≈
(

1

2πδ2

) 1
4

× e−
(ξ−ξinit)

2

4δ2 , (4.5)

Ψg,target(ξ) ≈ Ψinit(ξ −∆ξ)× eikξ. (4.6)

The values of the width parameter, δ, the location of the initial and target WPs

are ξinit and ξtarget (= ξinit+∆ξ), respectively, appearing in the above equations
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Table 4.2: Numerical grid parameters used in the laser-driven WP dynamics
calculations.

Parameter Value Description

Nξ 1024 Number of grid points
ξmin/ξmax (a0 ) -2.50/2.50 Extension of the grid along ξ
∆ξ (a0 ) 0.0049 Grid spacings along ξ
ξinit/ξtarget (a0 ) -1.40/0.91 The location of the center of the

initial/target Gaussian WP in the coordinate space
δ (a0 ) 0.24/0.25 Initial width parameter of the initial/target

Gaussian WP
∆t (a.u.) 0.10 Length of the time step used in the WP propagation
T (a.u.) 3309.89 Total propagation time

are given in the Table 4.2.

4.1.1 Design of optimal laser pulse

We formulate the problem such that we seek a desired value of an observable at

time, t = T , by applying a field. The corresponding cost functional reads,

J [ε(t)] = 〈ψ(T )|P̂ |ψ(T )〉 − α0

∫ T

0

|ε(t)|2dt− 2Re

[∫ T

0

〈χ(t)| ∂
∂t

+ iĤ|ψ(t)〉
]
.

(4.7)

The first term in Eq. (4.7) refers to the transition probability, where P̂ is the

projection operator defined as, |Ψg,target〉〈Ψg,target|. The second and third term

are usal contraints as defined in the previous chapter [cf., Eq. (3.6) and its

description]. Each of these terms depends explicitly or implicitly on the unknown

driving field, ε(t), and the goal is to maximize J [ε(t)] requiring, the gradient, ∂J [ε]
∂ε

= 0. Setting the first order variation of the cost functional with respect to χ(t),

ψ(t), and ε(t) to zero results the nonlinear pulse design equations as described in

Chapter 2 [cf., Eqs. (2.89)-(2.91)] [21].

The laser field ε(t) is given by the following superposition of sinusoidal
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components εi(t),

ε(t) =
∑
i

si(t)· εi(t), (4.8)

where si(t) is a gaussian envelope which ensures smooth decay of the field

component εi(t) at initial and final time. The envelope function si(t) is given

by

si(t) = exp

(
−(t− ti)2

2σ2
i

)
, (4.9)

where ti is the center of the pulse. The gradient of J with respect to the εi(t) at

time t after k number of iterations in the optimization cycle can be written as

gk(t) =
∑
i

∂Jk

∂εki (t)
= −s(t)

[
α0ε

k(t)− i
(
〈χu|

∂H

∂εk(t)
|ψg〉 − 〈ψu|

∂H

∂εk(t)
|χg〉

)]
(4.10)

where s(t) =
∑

i si(t). The optimal laser pulse in this study is designed by

employing the CG method explained in chapter 2.

4.2 Results and discussion

The initial guess of the laser field is approximated by the following analytic form

ε(t) = A0exp[−(t− t0)2/2σ0
2] sin(ω0t) + A1exp[−(t− t1)2/2σ1

2] sin(ω1t), (4.11)

where Ai, ti, ωi and σi represent the amplitude, time, frequency and width of

the sub-pulse i [with i= 0, 1 referring to the pump, dump pulses, respectively].

The hand optimized initial guess values of these parameters are given in Table

4.3. The the shape of this hand optimized guess field and associated population

dynamics are shown in Fig. 4.2.

The shape of the optimized laser pulse, ε(t), and the associated population

dynamics are shown in panel a and b of Fig. 4.3, respectively. From panel a,

it is clear that the pump pulse at 46.94 fs having a δ-function type of shape

acts to transfer about ∼97% of the ground state population (panel b) through a

Franck-Condon type of transition to the excited state (cf., point b of Fig. 4.4).
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Figure 4.2: (a) Hand optimized laser field amplitude as a function of time, (b)
WP population on the ground (red color thick line) and the excited (blue color
dotted line) state during the action of the pump and dump pulses.
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Figure 4.3: (a) Optimized laser field amplitude as a function of time, (b) WP
population on the ground (red color thick line) and the excited (blue color dotted
line) state during the action of the pump and dump pulses.
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Figure 4.4: Electronic ground Vg (S0) and excited Ve (S2) potential energy
curves of malonaldehyde plotted along the coordinate of the H-motion (ξ). The
calculated ab initio energies and their fitting [cf., Eq. (4.1) and Eq. (4.1)] are
shown by points and solid lines, respectively. The pump-dump mechanism and the
associated laser driven WP dynamics is schematically shown in the diagram. The
points marked a, b, c, d, e and f show probability density of the WP (schematic)
on the reagent ground state (at t= 0 fs), promoted to the excited state by the
pump pulse (at t= 46.9 fs) , time propagated laser driven WP on the excited state,
WP dumped to the ground state (at t = 57.01 fs), time propagated laser driven
WP on the ground state (at t = 80 fs) and the final target state located above
the product well, respectively. The isomerization of malonaldehyde is illustrated
by its structural change under the figure. The snapshot g represents the free
evolution of the WP on the ground state after the end of laser pulse (i.e., t > T )
action, which in about 2.5 fs attains the product configuration.
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Table 4.3: Initial guess parameters for electric field used in the calculations.

Parameter Value Description

A0/A1 (Eh/ea0) 0.125/0.125 initial amplitudes of the electric field
σ1/σ2 (a.u.) 10.0/7.14 initial widths of the pump/dump subpulses
ωmin/ωmax (cm−1) 103/2× 105 minimum/maximum of frequency

range of the electric field
tpump/tdump (a.u.) 1943.75/2357.320 time scales of action of

the pump/dump sub-pulses
α0 0.01 penalty factor

This transferred WP, gains momentum by virtue of its location on the excited

state, is then allowed to evolve on this state (cf., point c of Fig. 4.4) until the

dump pulse (again δ-function type) acts to cause its Franck-Condon de-excitation

to the ground state after a time delay of ∼10.11 fs (roughly equal to the quarter

of a vibrational period on the excited state). The total energy, Eg, of the dumped

WP (cf., point d of Fig. 4.4) consists of the kinetic energy gained from the excited

state and the potential energy of the ground state at the dumping location. The

dumping location of the WP and the momentum it gained from the excited

state define the initial conditions for the subsequent dynamics of the WP on the

ground state potential throughout the pulse duration. The dynamical mechanism

involving Franck-Condon transitions during the dynamics is accompanied by the

conservation of kinetic energy [cf., Eq. (4.14)]. The switching of population

between the two states (as shown in panel b of Fig. 4.3) is a manifestation of

the pump-dump mechanism described above. In what follows, we mention and

discuss pump and dump energies, time of actions, intensity and the associated

specific features of the optimal pulse.

The entire duration of the pulse action (T ) is set to 80 fs for the H-transfer.

The pump and dump pulses are centered around, tpump ≈1941.05 a.u. (46.94

fs), and, tdump ≈2359.01 a.u. (57.04 fs), respectively, with a time delay (td) of

∼417.96 a.u. (10.11 fs). The corresponding near-resonant photon energies for the
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transitions are set closer to experimental values [17]. The latter closely correspond

to the calculated potential energy gaps as shown below.

~ωpump ≈ Ve(ξpump)− Vg(ξpump) ≈ 0.188Eh, (4.12)

~ωdump ≈ Ve(ξdump)− Vg(ξdump) ≈ 0.160Eh, (4.13)

at the location, ξpump = -1.40 a0 and ξdump = 0.01 a0.

The optimal pump and dump pulses are shown in Fig. 4.3(a). They consist

of greater than one half (pump) (i.e., 0.71 nc) and less than one half (dump) cycle

(i. e., 0.43 nc), and hence the optimal pulse is down-chirped. The associated field

amplitudes are strong with, εmax = 0.1247 (Eh/ea0), and the resulting intensity,

Imax = cε0ε
2
max = 1.37× 1015 W/cm2. The width parameters, ∼10.0 a.u. (0.241

fs), ∼7.14 a.u. (0.172 fs), and full width at half maximum (FWHM) of both

the gaussian shaped pump and dump pulses are set to ∼23.94 a.u. (0.57 fs),

∼17.10 a.u. (0.41 fs), respectively. The population dynamics shown in Fig.

4.3(b) clearly demonstrates that, at times close to either the maxima or minima

of pulse amplitude, the effective population transfer occurs and very little or no

transfer is observed for times when the amplitudes are close to zero. Although

the population dynamics is very mildly affected by the small kinks at the start of

the pulse (in the case of Condon approximation results, shown in supplementary

material,) and at the end of it, this does not affect the underlying mechanism of

pump-dump action. The optimal field profile is very similar to the guess filed.

However, differences can be seen if one looks into details like the amplitudes

of contributing frequencies. Overall, while the pump and dump components

in the guess field were taken identical, they vary slightly in the optimal field.

Consequently, the widths of the Gaussian also change. The amplitudes of the

spectral components are also seen to differ significantly.

In Fig. 4.5a, the power spectrum of the optimal field obtained by the Fourier

transform of the time-dependent field is shown. The observed broad frequency

spectrum is a manifestation of the constructed δ-function type of pump and dump
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pulses in the time domain. The sharp line structures seen in the spectrum arise

from the energy difference between vibrational levels of the ground and excited

state potentials which participate in the Franck-Condon transitions. The spacing

between the two peaks of large intensity in the spectrum corresponds to a time

period of ∼11 fs which is roughly equal to a quarter of vibrational period of the

excited state (i. e., time delay between the pump and dump pulses). It is clear

from the spectrum that the peak associated with dump frequency comes first with

slightly less intensity than the pump frequency which follows it with a spacing of

∼ 2950 cm−1. This is in accordance with the associated transition energies and

amplitudes of the pump and dump pulses in the time domain. Since the optimal

field of two sub pulses are δ - function like, the wide range frequency components

in it coherently drive the transitions during pump and dump actions and these

frequency components are present in the spectrum with moderate intensity on

either side of pump and dump frequency. From the spectrum, it is clear that the

pulse does not have a periodic structure. In Fig. 4.5b, the convergence behavior of

the cost fuctional J and the transition probability P with the number of iterations

is plotted and shown by the blue and red color lines. It is clear from this figure

that a significant increase of the cost fuctional J and the transition probability

P results from the first iteration and the values are converged for all subsequent

iterations. This is due to the nature of the CG method used for the optimization

which makes significant changes in the very first iteration itself and very minor

changes of the field and the associated dynamics for subsequent iterations.

It is interesting to see that the entire mechanism follows kinetic energy

conservation during the time delay between the pump and dump pulse, i.e.,

Ve(ξR)− Ve(ξdump) = Eg(tdump)− Vg(ξdump)

≈ Eg − Vg(ξdump). (4.14)

Eg = Ekin + Vg(ξtarget). (4.15)

where, Ekin = ~2k2/(2m) and m is the reduced mass. The value of Eg is set to
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Figure 4.5: The frequency spectrum of the optimized laser fields plotted in panel
a. In the panel b the convergence behavior of the transition probability (P ) and
the cost functional (J) with respect to number of iterations in the conjugate
gradient method shown by the red and blue color lines, respectively.

be approximately 0.028 Eh in accordance with the dumping location at, ξ = 0.01

a0. The time delay of ∼417.96 a.u. (10.11 fs), i. e., from pump time (tpump)

∼ 1941.05 a.u. (46.93 fs) to dump time, (tdump) ∼2359.01 a.u. (57.04 fs), is

the time in which the WP Ψe(ξ, t) propagates on the excited state from ξpump =

-1.40 a0 to ξdump = 0.01 a0, gaining momentum due to the steep repulsive nature

of this part of excited electronic state (cf., Fig. 4.4). It is obvious that during

propagation the spreading and dephasing of WP occurs. However, owing to an

extremely short nature of the pulse (∼80 fs) acting on it, near coherent excitation

and de-excitation of the WP takes place. An overlap of ∼80% with the target

state at the end of the pulse duration (around ∼80 fs) is obtained. The snapshots

of the laser driven WP probability densities on both the ground (shown in red

color) and excited (shown in green color) states are shown at different times in

Fig. 4.6. Panels a1 and a2 of the figure represent the evolution of WP probability

density on the ground state until the action of pump pulse occurs. Panels a3 and
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Figure 4.6: Snapshots of the laser driven WP dynamics on the ground (shown
in red color) and excited state (shown in green color) in terms of probability
densities of WP components at different times (indicated in the respective panel)
are shown.
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Table 4.4: Initial guess parameters for the electric field used in the calculations
using CDA.

Parameter Value Description

A0/A1 (Eh/ea0) 0.4250/0.4250 initial amplitudes of the electric field
σ1/σ2 (a.u.) 7.13692946/7.13692946 initial widths of the pump/dump subpulses
ωmin/ωmax (cm−1) 103/2x105 minimum/maximum of frequency

range of the electric field
tpump/tdump (a.u.) 1943.75/2357.320 time scales of action of

the pump/dump sub-pulses
α0 0.1 penalty factor

a4 show the evolution of the WP probability density on the excited state after

the action of pump pulse at ∼46.94 fs (the time at which maximum probability

density is transferred to the excited state). Subsequent evolutions to reach the

target state (dotted blue curve in the panel a6) on the ground state after the

action of dump pulse at ∼57.04 fs (the time when the probability density of the

excited state is dumped back almost completely to the ground state) is shown

in panels a5 and a6 of the figure. It is seen from the figure that the probability

densities evolve forward in time, by the positive momentum gained, from the

excited state potential and reaches the target located in the ground state at the

end of the pulse. For the better overlap (shown in panel a6) at the end of the

pulse duration, the initial (blue-dotted line shown in panel a1) and target WP

widths taken slightly differently as mentioned in the Table 4.2.

We have also examined the difference of the dynamics within constant dipole

approximation (CDA) (taking µ=0.4 a.u.) to that using ab initio calculated

transition moment function (TMF) discussed above. The initial guess parameters

for the field are given in Table 4.3 for the former case and in Table 4.4 for the

latter case. For the CDA case, the field parameters are changed in two respects,

(a) increase in the amplitude of the initial guess field and (b) decrease in the width

of pump pulse. The figures 4.7-4.9 are drawn parallel to those obtained in the
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Figure 4.7: (a) Hand optimized laser field amplitude as a function of time, (b)
wave packet population on the ground (red color thick line) and the excited (blue
color dotted line) state during the action of the pump and dump pulses.

earlier case using the ab initio TMF. It is clear that the optimal field amplitudes

[cf., Fig. 4.8(a)] differs slightly in numerical values from the corresponding results

using TMF discussed earlier. Nevertheless, the field exhibits the same effect on

the system dynamics as in the TMF case except in this case is the population

transfer somewhat better. This is a result of action of high energy content of the

field. The change from TMF to CDA case does not have a significant impact on

the fluence term indicating that there is an interplay between the field amplitude

and and the penalty factor. The changes made initially evolve such that fluence

remains constant. This follows the pulse-area theorem [27, 28] also. The laser

driven population dynamics [cf., Fig. 4.8(b)], the convergence behavior of the

transition probability (P ) and the cost functional (J) [cf., Fig. 4.8(c)] show more

or less the same behavior as for the TMF case. The figure 4.9 demonstrates the

laser driven WP probability densities along the same line as discussed above for

the case of ab initio TMF used dynamical calculations.
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Figure 4.9: Snapshots of the laser driven WP dynamics on the ground (shown
in red color) and excited state (shown in green color) in terms of evolution of
the probability densities of WP components at different times (indicated in the
respective panel) are shown.
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4.3 Summarizing remarks

We have designed the ultrashort down-chirped pump-dump pulse(s) using the

Tannor-Rice scheme implemented in OCT for achieving controlled initiation of

H-transfer in the ground state mediated by electronic excited state. The optimal

pulse(s) is short and strong. Because of the complete population transfer between

the two electronic states, there is no room for occurrence of competitive tunneling

dynamics during the control. The left over WP components are minimal after

near-resonant excitation and de-excitation in both the ground and excited state.

Hence ∼93% (and ∼95% within CDA) final population transfer to the ground

state is achieved by the pump-dump pulse.

It is possible to achieve the task of controlled initiation of H-transfer in

the ground state of cis-malonaldehyde by the application of an optimal pulse

designed using optimal pump-dump approach in the present model. This task

ensures the product formation with good yield. This happens for both the cases

of dynamical calculations (i. e., within CDA and taking ab initio TMF). The

dynamical results in which CDA is used are slightly better than those obtained

using ab initio TMF. The more or less good agreement in the results for the two

cases serves as an illustration to check or confirm the validity of CDA. Hence we

conclude that for the problems involving electronic transitions in 1D the CDA is

fairly a good approximation to use.

The excited state used in the process acts as a mediator, changes the force

field and providing momentum to the WP to move towards product side. The

convergence of optimization is also rapid. The importance of optimization is

evident by the enhancement in dumping of population by about ∼5% by the

optimal field compared to hand optimized initial field.
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Chapter 5

Control of intramolecular
H-transfer in malonaldehyde: A
3-states-2-modes model study

It is clear from the model used in chapter 4 for control studies that in

malonaldehyde, the electronic ground state (S0) possesses a barrier to H-transfer

whereas the optically bright (1ππ∗) S2 state is free of any barrier, along the

reaction coordinate, ξ. There exists also an intermediate symmetry-forbidden

(1nπ∗) S1 state between S0 and S2 states. This state is known to play a crucial

role in controlling H-transfer after initial excitation to the optically bright S2

state [1, 2] as it forms CIs with the latter near its transition state region. In the

Franck-Condon region, the optically bright S2 state lies above the dark S1 state

[cf., Fig. 5.1(c)]. The barrier to H-transfer in the latter increases (nearly 3 times)

as compared to that in S0 (which is 0.008 Eh). This is because the electron density

on oxygen of the carbonyl group (the acceptor in H-transfer process) depletes as

a result of the 1nπ∗ excitation, leading to weak H-bonding. The interaction of the

bright S2 state and the (1nπ∗) S1 state is very important as it leads to coupling

of H-transfer with electronic de-excitation [1, 2]. A more rigorous model should

necessarily take such nonadiabatic interactions into account. Therefore, here

we consider the inclusion of 1nπ∗ state in the dynamical control mechanism of
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H-transfer in malonaldehyde.

The aim of the present study is to extend the model study of chapter 4 in

order to examine as to what extent laser-driven H-transfer can be achieved in a

situation which includes nonadiabatic interactions between electronic states. In

the chapter 4, we have explored the simplest version of Tannor-Rice pump-dump

scheme [3, 4] within the framework of OCT [5] using CG method for a controlled

initiation of intramolecular H-transfer in malonaldehyde molecule mediated via

an optically bright excited state (S2). In this chapter, the same control task with

a higher-order model that includes the above mentioned three electronic states

(that is S0, S1 and S2) with a coupling between the excited potentials (S1 and

S2) and two modes (a tuning coordinate, ξ, and coupling coordinate, Q7) of the

malonaldehyde, is considered. These coordinates are defined in Fig. 5.1. Because

of coupling between the excited states, the two potentials in the vicinity of the

interaction region exhibit complicated topography [cf., Fig. 5.1(c)]. As the PESs

are not simple enough to allow us to use a simple pump and a time-delayed

dump pulse for achieving successful control of isomerization in the ground state,

one should rely on a mechanism that involves a constant pump followed by a

dump operation with a pulse in action (as suggested in introductory remarks of

the section 1.1.2). This obviously enables the continuous electronic transitions

in order to reshape and subsequently direct the WP to the desired location on

the excited states so that the population flow to the desired product channel in

the ground state could be achieved.

We therefore have designed an optimal laser pulse that has temporally

and spectrally shaped field using OCT framework in combination with GA

optimization technique for successfully achieving the yield of the product

isomer in the ground state mediated by excited electronic states interacting

nonadiabatically. The reason for the choice of GA over CG method for

optimization is a) to make the model more realistic so that it can synthesize
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practically realizable laser pulses and b) it has numerically stable global search

algorithm. In this work, we have set 200 fs as the time duration of the pulse.

This time scale is found to be sufficient for maximum population transfer between

electronic states and for the excursion of the WP components over the entire

region of PESs.

5.1 Theoretical model and techniques

The reaction coordinate, ξ, of the H-transfer process is taken as the difference

between two O-H distances i. e., ξ = RO1H − RO2H . The potentials along

this coordinate are constructed using constrained optimization as discussed in

chapter 4. The coupling coordinate, Q7, describes the out-of-plane bending

motion of O-H. For simplicity we refer Q7 as Q hereafter. The normal mode

corresponding to the dimensionless normal coordinate Q7 is calculated at the

equilibrium geometry of the ground electronic state see Fig. 5.1(a). Pictorially,

the two coordinates are shown in Fig. 5.1. The potential energies as functions of

these two coordinates are obtained at the same level of theory as in chapter 4.

These energy plots for the ground S0, and the excited S1 (1nπ∗) and S2 (1ππ∗)

electronic states along these coordinates are shown in Fig. 5.1.

The diabatic potentials and their coupling potentials are calculated based

on the ab initio potential energy values as suggested in chapter 2. The analytical

fit equations of these quantities as functions of ξ and Q are obtained by using

Levenberg Marquardt algorithm as implemented in MATLAB [6] as,

Ug(ξ,Q) = a0 +
3∑
i=1

aiξ
2i + (a0 + a1ξ

2)Q2, (5.1)

Ue1(ξ,Q) = a0[1− exp(−a1(ξ + 1.94))]2 + a2Q
2 + a3ξQ+ a4, (5.2)

Ue2(ξ,Q) = a0[1− exp(−a1(ξ − 1.94))]2 + a2Q
2 + a3ξQ+ a4, (5.3)

Ue1e2(ξ,Q) = λ(ξ)Q =

(
a0 +

3∑
i=1

aiξ
2i

)
Q, (5.4)
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Figure 5.1: The potential energies of S0, S1[1B1(nπ∗)] and S2[1B2(ππ∗)] along
the ξ (reaction coordinate, represents the difference of OH distances (r1 − r2)
shown in (a)) and Q (dimensionless coupling coordinate (b)) in the adiabatic
(c) electronic representation. The corresponding diabatic potential energies of
the coupled 1B1(nπ∗) and 1B2(ππ∗) states along with the associated diabatic
coupling (Ue1e2) are shown in panels (d) and (e), respectively.
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Table 5.1: Fit parameters of the potential energy functions of Eqs. (5.1)-(5.3)
.

Parameter (eV/a0) Value for Ug Value for Ue1 Value for Ue2 Value for Ue1e2
a0 0.1956 3.5240 3.5240 0.0979
a1 0.0277 0.2689 0.2689 0.1741
a2 -0.1283 0.2187 0.2187 -0.0707
a3 0.03062 -0.0473 0.0473 0.0109
a4 – 4.1670 4.1670 –

where, λ is a linear inter-state coupling parameter and ai’s are the fit parameters

and their values are given in the Table 5.1.

The system dynamics in the presence of field within the semiclassical dipole

approximation [7, 8] is given by the Schrödinger equation as follows

i~
∂

∂t

 ψe2
ψe1
ψg

 =

 Ĥe2 Ŵe2e1 Ŵe2g

Ŵe1e2 Ĥe1 Ŵe1g

Ŵge1 Ŵge2 Ĥg

 ψe2
ψe1
ψg

 , (5.5)

where ψe2, ψe1 and ψg are the projections of the wavefunction (ψ) on the excited

states S2, S1 and ground state surfaces, respectively. The operator Ĥg/e1/e2 reads,

Ĥg/e1/e2 = − ~2

2m

∂2

∂ξ2
− 1

2
ω
∂2

∂Q2
+ Ûg/e1/e2, (5.6)

where, m = 2MHMO/(MH+2MO) is the reduced mass along ξ (MH and MO

denote the mass of the hydrogen and oxygen atoms, respectively) and ω = 855

cm−1, is the frequency of the coupling vibrational mode Q. The off-diagonal

terms of the matrix Hamiltonian on the right hand side of Eq. (5.5) represent the

interaction potential, µ̂ge1/ge2/e1e2 · ε(t), plus the diabatic coupling, Ûge1/ge2/e1e2

, i.e., Ŵge1/ge2/e1e2 = µ̂ge1/ge2/e1e2 · ε(t)+Ûge1/ge2/e1e2. Where Ŵge1/ge2/e1e2 =

Ŵ ∗
e1g/e2g/e2e1 and Ûge1/ge2 = 0. The quantity, ε(t), defines the time-dependent

electric field of the laser pulse. We treat the transition dipole moment operator

µ̂eg within the constant dipole approximation (CDA) for numerically solving

the three states TDSE. Moreover, the CDA is a valid approximation in a
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Table 5.2: Numerical grid parameters used in the present calculations.

Parameter Value Description

Nξ/NQ 256/128 Number of grid points
ξmin/ξmax (a0 ) -2.50/2.50 Extension of the grid along ξ
Qmin/Qmax -15.0/15.0 Extension of the grid along Q
∆ξ (a0 ) 0.0196 Grid spacings along ξ
∆Q 0.2362 Grid spacings along Q
∆t (a.u.) 1.0098 Length of the time step used in the WP propagation
T (a.u.) 8271.29 (200 fs) Total propagation time

diabatic electronic basis [9] as the electronic character of the states is retained

throughout the nuclear coordinate space in this basis. Numerically, the Fourier

transformation method is used to evaluate the action of kinetic energy operators

of the Hamiltonian on the wavefunction and the time propagation is carried out

by a second order split-operator method [10, 11] adapted to coupled electronic

states [12, 13]. The numerical values of the parameters used in the dynamical

calculations are presented in Table 5.2.

The initial and final target wavefunctions are given as |0, 0〉 wavefunction

(for nomenclature see below) in the left and right well of the ground S0 state,

respectively. These wavefunctions are calculated by using the Fourier grid

hamiltonian (FGH) method [14–16]. Some of the wavefunctions are plotted in

Fig. 5.2 and the associated vibrational energies are given Table 5.3. As can be

seen from the figure and table that the wavefunctions are degenerate which is a

reflection of the fact that potential has symmetric wells. The wavefunctions are

designated in terms of number of nodes along ξ and Q as |nξ, nQ〉.
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Figure 5.2: Wavefunctions of the electronic ground state (S0) of malonaldehyde.
Wavefunctions are labeled according to the number of nodal lines along ξ and
Q coordinates and designated as, |nξ, nQ〉 representing number of quanta along
these coordinates. The wavefunctions in the left and right columns belong to the
reactant and product well, respectively.
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Table 5.3: The calculated energy eigenvalues for eigenfunctions labeled by |nξ, nQ〉
in the electronic ground state (S0).

Energy (cm−1) |nξ, nQ〉 Energy (cm−1) |nξ, nQ〉

718 |0, 0〉 3795 |1, 1〉
1861 |1, 0〉 3815 |2, 1〉
1882 |2, 0〉 4584 |0, 2〉
2650 |0, 1〉 5728 |1, 2〉

The present objective involves maximization of the product yield (in terms

of its population) on the ground electronic state. The portions of the WP located

on the product (prod) and reactant (react) configurations for the ground (i =

g/S0) and excited states (i = e1/S1 and e2/S2), at a given time, are quantified

by the populations,

Yprod,i(t) =

∫
−15

15

dQ

∫
0

2.5

dξψi
∗(ξ,Q; t)ψi(ξ,Q; t), (5.7)

and

Yreact,i(t) =

∫
−15

15

dQ

∫
−2.5

0

dξψi
∗(ξ,Q; t)ψi(ξ,Q; t), (5.8)

respectively.

The degree of achieving a given objective of obtaining product isomer in the

ground electronic state is measured in terms of the transition probability, given

by the overlap of the laser driven WP with the target WP (ψtarget, which is the

|0, 0〉 packet in the right well of S0 state):

Yo(t) =

∫
−15

15

dQ

∫
0

2.5

dξψg
∗(ξ,Q; t)ψtarget(ξ,Q) (5.9)

Along with the above objective additional constraints that restrict the

population flow to undesired channels (such as reactant (product)-configuration

in the S1 (S2) adiabatic state) and increase the population flow towards

desired channels (such as product-configuration of the S1 adiabatic state). The

incorporation of these terms makes sure that the laser driven packet on the
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excited state is mostly situated over the product channel in the ground state so

that it will be dumped effectively to the latter. Therefore, we have constructed

and implemented the following multi-target functional (J) (apart from usual

constraints on fluence of the field and dynamics of the system) as suggested

in Ref. [17].

J = Jo + Jprod,S1 +
10−8

Jreact,S1

+
10−8

Jprod,S2

, (5.10)

where

Jo =
1

T

∫
0

T

dt′Yo(t
′), (5.11)

Jprod,i =
1

T

∫
0

T

dt′Yprod,j(t
′), (5.12)

Jreact,i =
1

T

∫
0

T

dt′Yreact,i(t
′), (5.13)

where ‘o’ refers to objective and j = S1, S2 and j 6= i.

The functional in Eq. 5.10 derives contributions from four terms. The first

term (JO) maximizes the product yield of the ground state in its lowest vibrational

level. The second term (Jprod,S1) maximizes the yield of product configuration in

the excited S1 adiabatic states. The last two terms are inversely proportional to

the yields of reactant and the product configurations of S1 and S2 adiabatic state,

respectively. The coefficients 10−8 in the latter two terms are judiciously chosen

such that they aid to maximize functional (fitness function) for very small values

of Jreact,S1 and Jprod,S2 .

5.1.1 Laser field parameterization in GA

The initial guess parameters [cf., Fig. 5.3(a)] for a typical form of an initial guess

field) are optimized using GA [18–20] and the relevant equation for the field reads

as

εga(t) = ε sin(ωt) · s(t), (5.14)
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where, ε is the amplitude of the laser field of frequency ω. The amplitudes are

varied in a range of 0.0-0.03 a.u. and frequencies are varied within a range of 0.05

a.u. (10973 cm−1) starting from an initial guess value of 0.16 a.u.(35115 cm−1)

to optimize the functional. The envelop function, s(t), ensures smooth switch on

and off of the pulse at the initial and final time, respectively [cf., Eq. (2.102) in

chapter 2]. The total time duration of 200 fs is considered with a penalty factor,

α = 0.001 a.u.. The present calculations show good convergence behaviour with

the widely used values of the GA parameters as suggested in Ref. [21]. The

calculations took 28 generations to converge [cf., Fig. 5.3(f)].

5.2 Results and discussion

At first, the |0, 0〉 nuclear wavefunction [cf., Fig. 5.2] in the reactant well of the

ground electronic state (S0 ) is subjected to the optimal UV-laser pulse [cf., Fig.

5.3(b)] with a carrier frequency of 43690 cm−1 of the pulse [cf., Fig. 5.3(c)]. In

an effort to excite the system from the ground to the excited electronic state and

and hence initiate the subsequent isomerization process, the action of the pulse

in time is understood from the associated population dynamics of the states and

the corresponding WP dynamics of both ground and excited components.

The action of the optimal pulse on the |0, 0〉 packet involves a continuous

effective pump action for certain time followed by a continuous effective dump

action after that until certain time. In such a scenario, the amplitude of the

packet is being transferred between the ground and the excited electronic states

in commensurate with the pump-dump mechanism. This can be understood in

terms of the laser driven population probabilities, presented in Fig. 5.3(d) and

5.3(e), of the S0, 1nπ∗ (S1) and 1ππ∗ (S2) states. It can be seen from the plots

of diabatic populations [cf., Fig. 5.3(d)] that the population of the ground S0

state (curve A) decreases until ∼ 75 fs while that of the excited S1 and S2 states

(curves B and C, respectively) increases in the same time range. After ∼ 75 fs,
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Figure 5.3: Figures (a) to (f) are initial field, optimal field, frequency spectrum,
diabatic and adiabatic population dynamics (as explained in the text) and
convergence behaviour of the cost functional (J) and the transition probability
(P ), respectively.
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the population of the S0 state starts rising mostly at the expense of diabatic S2

and to a less extent diabatic S1 state populations. This is because the dump

portion of the optimal pulse assumes its action effectively immediately after the

effective pump action (i.e., at ∼ 75 fs). Finally, the ground state population

reaches a constant value of 0.52 around ∼ 175 fs. Also, excited states have their

surplus populations after the dump action by laser pulse is over. Here it is noted

that the S1 state acquires its population by the pump action of the laser on

S0 state as well as nonadiabatic transfer from S2 via CI. As transition to the

S1 state is symmetry-forbidden, the major contribution to its population comes

from the latter. It can be seen from Fig. 5.3(d), the population dynamics of

S2 state (curve C) grossly reflects (apart from small oscillations which will be

discussed below) the opposite behaviour to that of the S0 state (curve A). This

clearly indicates that the pump-dump mechanism operates between these two

states mainly. This is because the carrier frequency of the optimal pulse (∼ 0.195

a.u) is near resonant with the vertical energy of S2 adiabatic state (∼ 0.195 a.u).

Therefore, the S1 state has contribution to its population majorly due to the

nonadiabatic interaction with S2. Also the population transfer to the S1 state

due to its coupling with S2 state by laser pulse is found to be minimal. This is

explicitly verified by switching of the laser-molecule interaction term between S1

and S2. In this case the population remains very close to when the interaction is

on. The adiabatic populations in Fig. 5.3(e) follow same arguments as that of the

diabatic in the case of ground state populations (curve A) but the excited states

populations (curve B and C) differ from their corresponding diabatic curves. The

essential difference is that the adiabatic population curves for these excited states

reverse their trends, both qualitatively and quantitatively, to their corresponding

diabatic counter parts [cf., B and C in Fig. 5.3(d)]. The curves reveal that

the populations promoted to the optically bright S2 state undergo nonadiabatic

transfer via S1/S2 CI in less than ∼ 25 fs onwards populating S1 adiabatic state
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efficiently. As will be discussed later, the accessing of CI can also be seen in terms

of the spreading of the laser driven WP. The oscillations in both the diabatic and

adiabatic excited state population curves are attributed to the repeated access of

the CI by the WP components of S1 and S2 states because of their high vibrational

energy content and their subsequent passage through CI.

The pump-dump mechanism discussed above can be illuminated further

in terms of the laser driven WP snapshots taken at times that best represent

the process. In Fig. 5.4 we show the probability density plots of the WPs

corresponding to S0, diabatic S1 and S2 states at specified times. As expected,

the amplitude of the ground state packet [cf., Fig. 5.4a(i-iii)] keeps decreasing in

time and it stays as a stationary gaussian during the pump action of the pulse.

On the other hand, during the dump action of the pulse the amplitude of the

WP starts building up in time preferentially in the product well of the ground

state [cf., Fig. 5.4a(iv-vi)]. The accumulation of WP amplitude and mimicking

of the shape of the target state in the right well clearly reveals that the product

is formed in its lowest vibrational level. Quantitatively, the product yield is

given by the transition probability and is found to be ∼ 0.48 [cf., Fig. 5.3(f)]. It

is noted that the dump action of the pulse could also cause population transfer

to the reactant well as seen from the slightly increased amplitudes of the lobe

present in it [cf., Fig. 5.4a(iv)]. However, the amplitude in this well is found to

deplete again after ∼ 125 fs [cf., Fig. 5.4a(iv)] while the amplitude of the lobe

in the right well increases around 150 fs [cf., Fig. 5.4a(v)] and reaches maximum

at the final time i.e., 200 fs [cf., Fig. 5.4a(vi)] . This trend can also be observed

from the population dynamics of the S0 state and S2 states between 125 to

150 fs time scales [cf., Fig. 5.3(d)]. This suggests that the pulse is operating

the pump-dump mechanism throughout the dynamics and exploits it whenever

required in maximizing the desired product yield.
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(a) Snapshots of the probability densisty of S0 state WP components
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(b) Snapshots of the probability density of diabatic S1 state WP components
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(c) Snapshots of the probability density of diabatic S1 state WP components

Figure 5.4: Snapshots of the WP components on the S0 state (a), diabatic S1 (b)
and diabatic S2 (c) state at different times during the field driven dynamics (see
text for details). 128



The probability density plots of the diabatic WPs for the excited S1 and S2

states are shown in Fig. 5.4b(i-vi) and Fig. 5.4c(i-vi), respectively. The snapshots

of both these states taken at 25 fs suggests that the transition by laser situates the

WP in the upper (S2) adiabatic surface [cf., Fig. 5.4b(i) and cf., Fig. 5.4c(i)] for

the locations of these diabatic WPs]. This is because the vertical energy difference

between the S2 adiabatic state and the left and right wells of the ground state is in

resonance with the optimal pulse as discussed above in the population dynamics.

The WP amplitude of S1 diabatic state which is very low arises out of excitation

of the lobe (of initial packet) present in right well of the ground state. At other

time scales, both the S1 and S2 diabatic packets acquires a nodal pattern [cf.,

Fig. 5.4b(ii-vi) and cf., Fig. 5.4c(ii-vi)]. In the case of former the nodal pattern is

solely due to internal conversion to vibrationally hot levels of S1 state. This hot

packet during the course of the dynamics repeatedly accesses the CI and interferes

with pulse transited WP components to S2 state leading to the nodal structure

of the overall diabatic WP in latter. The interference phenomena also brings

in non-symmetric nodal structure of the S1 diabatic packet along the coupling

coordinate (Q). Further, the WP with its high vibrational energy content in the

diabatic S2 state gets concentrated towards the product configuration of adiabatic

S1 state [cf., Fig. 5.4c(ii-vi)]. This suggests that the pulse effectively prepares the

excited packet over the product channel in the ground state so that it is amenable

to dumping to that particular channel. In doing so the laser pulse cooperatively

uses effects of CI for maximizing the product yield.

The optimal field shown in Fig. 5.3(b) seem to have similar temporal profile

as that of the form a typical initial guess field Fig. 5.3(a). however the peak

amplitude of the optimal field (∼ 0.0033 a.u.) substantially differs from that of

the latter (∼ 0.015 a.u.). The peak amplitude of the field is in weak field regime

and hence does not infulence the topography of the PESs and their associated

couplings. The convergence of the objective is seen to confirm the quality of
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Figure 5.5: Results of the calculations for fixed value of λ: Figures (a)
to (f) are initial field, optimal field, frequency spectrum, diabatic and adiabatic
population dynamics (as explained in the text) and convergence behaviour of the
cost functional (J) and the transition probability (P ), respectively.
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the GA. As can be seen from Fig. 5.3(f), the maximum transition probability

(P ) of each generation and the corresponding cost functional (J) values exhibit

a constant behaviour after a certain number of generations.

We have also studied the effect of nonadiabatic coupling on the control

dynamics. In this regard, calculations are carried out keeping the value of linear

inter-state coupling constant λ fixed at ξ = 0, i.e., at the location of CI, as ∼

0.006. The designed optimal UV-laser pulse [cf., Fig. 5.5(b) and 5.5(c) for its

frequency spectrum] achieves the yield of product isomer about 45% which is

close [cf., Fig. 5.5(f) for the transition probability] to the above discussed yield.

The shape of the optimal field substantially differs from that of the initial guess

field in this case unlike above. But the field peak amplitudes are quite high in

this case and the pulse effectively operates in a time range that is less than that

of the operational time of the pulse in the above case. However, the pump-dump

mechanistic details grossly follow the same line of arguments as above but there

occurs a continuous operation of back and forth transitions between the electronic

states. Examination of the population dynamics of all the states [cf., Fig. 5.5(d)

and 5.5(e) for diabatic and adiabatic populations, respectively] is in conjunction

with the continuous pump-dump action of the pulse. Finally, the convergence

behaviour of the optimization algorithm is found to be good here also. This

took more number of generations as compared to the convergence above [cf., Fig.

5.5(f)].
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5.3 Summarizing remarks

We have designed optimal laser pulses that have simple shape both in time

and frequency domain for controlling H-transfer in malonaldehyde in its ground

electronic state from the lowest vibrational state of the reactant to that of

product. The task of designing optimal pulses for achieving such a state-to-state

H-transfer is carried out using the OCT framework. These control calculations

are carried out in the presence of nonadiabatic coupling between the electronic

excited surfaces S1 and S2. The model used involves three electronic states and a

reaction coordinate and a coupling coordinate. The optimal pulse is succesful in

achieving the yields of the product in such a scenario. The laser driven dynamics

yields product isomer in its lowest vibrational level in the ground (S0) electronic

state about 48%.

The control mechanism operating here is quite different from the simple

pump-dump scheme explored in one dimensional case. But the idea of using

excited electronic states as mediators to control isomerization in ground state

remains same. The results suggest that the use of negatively chirped pulses

could enhance the yield of the target product. This is because the efficient

dumping of the excited packet, given its location during control dynamics,

requires a portion of the pulse with a frequency that is less than that of pump

portion of the pulse. The field peak amplitudes are within the experimentally

accessible limits. Also, optimization using the GA method along with the pulse

shaping features encourages experimental implementation. The convergence of

optimization obtained in few generations.
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Chapter 6

Control of photodissociation
dynamics of pyrrole: A
mode-specific mechanism

The complexity of the interaction of radiation with large biological structures

makes an understanding of their photochemistry a challenging exercise.

Experimental advances in time-resolved spectroscopy have made it possible to

have an intuitive understanding of the features of ultrafast dynamics in these

large systems in terms of the relevant and smaller chromophoric units present in

these structures [1]. Therefore, the quest to understand the underlying dynamics

of photoexcited biological systems at the molecular level has been extensively

exercised in the recent past focusing on the relevant chromophoric units [2].

Pyrrole, as is well known, has high biological relevance as a main constituent

of many biomolecules. It can act as a prototype for the heteroaromatic

compounds that occur in amino acids, nucleobases, heme etc. Hence, the

photophysics [3] and photochemistry [4–18] of pyrrole is of fundamental interest

from the viewpoint of both the experiment and theory. The photochemistry is

evidenced by low quantum yield of fluorescence when UV-excitation is done to the

optically bright 1ππ∗ state. The quenching of fluorescence is due to an ultrafast

nonradiative transfer to the electronic ground state. This occurs because of
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strong vibronic mixing of optically bright 1ππ∗ state with energetically low-lying

optically dark 1A2(1πσ∗) state which in turn coupled to the electronic ground

state (S0) [5, 19]. This intermediate 1πσ∗ state can lead to a fast N-H bond

fission because of its repulsive character along the N-H bond. The experimental

signature of the participation of 1A2(1πσ∗) state in the excited state dynamics

of pyrrole is confirmed by the appearance of fast moving hydrogen atoms after

photoexcitation to the 1πσ∗-state by 250 nm, 238 nm, 243.1 nm and 242-217 nm

radiations [4, 6, 14, 16]. It is also observed that tunneling also plays a crucial role

in N-H fission at 250 nm excitation across a small barrier (∼0.4 eV) in the 1πσ∗

state [13]. This photodissociation has the importance for both intra and inter

molecular H-transfer reactions with regard to photoexcited nucleic acid bases

and the biologically relevant aromatic amino acids. Therefore, 1πσ∗ excited state

plays an essential role in electron/proton-transfer processes in clusters of pyrrole,

indole, phenol and related chromophores and amphoteric solvent molecules, such

as water or ammonia. In the latter, it is found that the photoinduced H-transfer to

solvent is governed by a coupling with 1πσ∗ state which rules out the usual thought

of coupling of the 1ππ∗ state with ion-pair states leading to proton transfer [20].

Given the important role played by the 1πσ∗ state in mediating the

photochemistry of pyrrole, theoretical studies to understand the underlying

mechanistic details in field free conditions are carried out. These studies

were based on time-dependent quantum wavepacket (WP) propagation in a

reduced dimensional model [9] that provided qualitative understanding of the

photodissociation dynamics. The key feature of interest is that the time

scale of the dissociation dynamics and the branching ratio of the dissociation

channels depend on the initial state preparation. This gives rise to mode-specific

dissociation of 1πσ∗ state. With growing experimental interest in probing

1πσ∗-photochemistry, it is natural to ask what optimal shape of the pulse could

effectively prepare the system (pyrrole) in this state and drive it further to the
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predefined target region (in this case, to the dissociation limits)! It is with

this backdrop and motivation, we address here the question of obtaining reliable

optimal pulse shapes that can efficiently initiate and drive the photodissociation of

a specified initial vibrational state of the electronic ground state of pyrrole. Design

of such pulses is achieved theoretically within the framework of optimal control

theory (OCT) [21, 22] using genetic algorithm (GA) optimization technique.

This led to the simple optimal pulse shapes that are amenable to experimental

implementation in probing the 1πσ∗ photochemistry.

In this chapter, we have considered the task of designing optimal UV-laser

pulses that effectively transfer population to the 1πσ∗ state from various

initial vibrational levels of the electronic ground state of the pyrrole. These

optimal pulses causing effective transition to the 1πσ∗ can efficiently initiate

the photodissociation dynamics via 1A2(1πσ∗)-(S0) conical intersections (CIs)

progressing further to maximal N-H dissociation. The optimal shapes of the

pulses are designed using the OCT with maximization of overall dissociative flux

of the WP as an objective term. The above mentioned key qualitative features of

field free case are observed in this laser driven photodissociation also. We mention

that under the action of the pulse, and depending on the initial vibrational state,

the variation in branching ratio of the two dissociation channels is implicitly

observed while monitoring the overall flux in a controlled fashion. No IR pulses

are used to create specific initial vibrational states in the present work.

6.1 Theoretical model and techniques

6.1.1 Quantum dynamics within the OCT formalism

We have considered the two state two modes model in this work as developed

in [9]. The coordinate definitions of the two modes are shown in Figs. 6.1a and

1b. They represent N-H stretching (rNH or r, tuning mode) and the screwing

deformation of H atoms (a dimensionless normal coordinate, Q11, coupling mode),
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Figure 6.1: The potential energies of S0 and 1A2(πσ∗) along the r (as shown
in (a), represents N-H stretching coordinate) and Q11 (dimensionless coupling
coordinate (b)) in the diabatic (c) and adiabatic (e) electronic representations
along with the diabatic coupling (V12) (d).
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Figure 6.2: Wavefunctions of the electronic ground state (S0) of pyrrole.
Wavefunctions are labelled according to the number of nodal lines along r and
Q11 coordinates and designated as, |nr, nQ11〉 representing number of quanta along
these coordinates.
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Table 6.1: The calculated energy eigenvalues for eigenfunctions labelled by
|nr, nQ11〉 in the electronic ground state (S0).

Energy (cm−1) |nr, nQ11〉 Energy (cm−1) |nr, nQ11〉

2144 |0, 0〉 6317 |1, 1〉
2919 |0, 1〉 7093 |1, 2〉
3695 |0, 2〉 8783 |2, 0〉
5542 |1, 0〉 9558 |2, 1〉

respectively. The diabatic and adiabatic potential energy surfaces (PESs) as

functions of these coordinates for the two states are shown in the Figs. 6.1c and

6.1e, respectively, along with the coupling element in Fig. 6.1d. The vibrational

energies and wavefunctions of the electronic ground state (S0) are calculated

using the Fourier grid hamiltonian (FGH) method [23–25]. The wavefunctions

are designated in terms of number of nodes along r and Q11 as |nr, nQ11〉. Some

of these wavefunctions are plotted in Fig. 6.2. The optimal grid consists of 512

× 128 points, ranging from 3.0 a.u. to 15.0 a.u. along r and -15.0 to 15.0 along

Q11, respectively. Theoretically calculated vibrational frequencies [cf., Table 6.1]

are found to be in good agreement with the reported experimental data [26].

In the mathematical framework of OCT, a field dependent functional is

constructed and optimized to test the performance of the laser pulse in achieving

desired objective. For the dissociation process, the objective is given in terms

of maximizing the time-integrated outgoing flux of the WP across the dividing

surface at the asymptotic dissociation channel (at, r = rd), by designing an

optimal field subject to the constraints on the fluence (defined as time-integrated

intensity) of the field and system dynamics (governed by the time-dependent

Schrödinger equation (TDSE). The dissociative flux is calculated along an analysis

line at the asymptotes at, rd = 11.976 a.u., as shown in Fig. 6.3. The dissociative
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flux at rd at time ti is given by

F (ti) =
~
µ
Im

[
Ψ∗(r, ti)

∂

∂r
Ψ(r, ti)

]
r=rd

, (6.1)

where m is the reduced mass along N-H stretching coordinate. The total

dissociation probability [cf., Eq. 2.146 in chapter 2] is obtained by integrating

the given flux over the entire duration of WP propagation as

P =

∫ T

0

F (ti)dt, (6.2)

The cost functional for the dissociation process is constructed using the total

dissociation probability as an objective term, as

J [ε(t)] = P − α0

∫ T

0

[ε(t)]2 dt, (6.3)

where, the second term represents the penalty constraint to lower the total energy

or fluence of the pulse. The goal is to optimize (maximize) this field-dependent

functional using GA based optimization method.

In the present two state model involving matter-radiation interactions,

within the semi-classical dipole approximation [27, 28], the TDSE reads as

i~
∂

∂t

(
|ψe〉
|ψg〉

)
=

(
Ĥe Ûge
Û∗ge Ĥg

)(
|ψe〉
|ψg〉

)
. (6.4)

In the above equation, the labels e and g, are used for the 1πσ∗ and S0

electronic states of pyrrole, respectively, for the wavevectors and the operators.

The operator Ĥg/e reads,

Ĥg/e = − ~2

2m

∂2

∂r2
− 1

2
ω11

∂2

∂Q2
11

+ Ûg/e, (6.5)

where, m = mHmp
mH+mp

, is the reduced mass along r (mH and mp denote the mass of

the hydrogen atom and the rest of the pyrrole ring, respectively) and ω11 = 664

cm−1, is the frequency of the coupling vibrational mode Q11. The off-diagonal

terms of the matrix Hamiltonian on the right hand side of Eq. (6.4) represent the
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interaction potential, µ̂eg · ε(t), plus the diabatic coupling, Ûdc, and Ûge = Û∗eg.

The quantity, ε(t), defines the time-dependent electric field of the laser pulse.

We treat the transition dipole moment operator µ̂eg within the constant dipole

approximation (CDA) for numerically solving the two states TDSE. The CDA

is assumed over complete space because there exists a non-vanishing transition

dipole moment (TDM) for large range of the dissociation coordinate (r) between

the two electronic states under consideration. Moreover, the CDA is a valid

approximation in a diabatic electronic basis [29] as the electronic character of

the states is retained throughout the nuclear coordinate space in this basis.

Numerically, the Fourier transformation method is used to evaluate the action

of kinetic energy operators of the Hamiltonian on the wavefunction and the

time propagation is carried out by a second order split-operator method [30, 31]

adapted to coupled electronic states [32, 33].

A sine-damping function [34] is used to absorb the wavefunction at the grid

boundaries to avoid spurious reflections of the wavefunction

f(ri) = sin

[
π

2

rmask + ∆rmask − ri
∆rmask

]
, ri ≥ rmask, (6.6)

where rmask = 13.5 a.u. is starting point of the damping function and ∆rmask =

rmax− rmask is the width of the damping function over which it decays from 1 to

0.

In order to follow the action of the laser pulse and hence to interpret the

associated control mechanism, analysis of the laser driven population dynamics

is carried out. In this regard, more insights can also be obtained by examining

adiabatic, P ad
i (t) = 〈Ψ(t)|ψadi 〉〈ψadi |Ψ(t)〉 , i = e or g, and diabatic, P dia

i (t) =

〈Ψ(t)|ψdiai 〉〈ψdiai |Ψ(t)〉, i = e or g, electronic populations. Adiabatic and

diabatic electronic population probabilities are defined as expectation values of

the respective projection operators constructed using ground and excited WP

components [35]. Numerical calculations of adiabatic populations is done using

adiabatic projectors constructed in a diabatic basis as suggested in [36, 37]. Here,
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we have employed the prescription given by Eqs. 2.155 and 2.156 in chapter 2

for estimating both the diabatic and adiabatic populations.

6.1.2 Laser field parameterization in GA

The initial guess parameters (see Fig. 6.4 for a typical initial guess field form)

are optimized using GA [38–40] and the relevant equation for the field reads as

εga(t) = ε sin(ωt) · s(t), (6.7)

where, ε is the amplitude of the laser field of frequency ω. The amplitudes are

varied in a range of 0.0-0.03 a.u. and frequencies are varied within a range of

0.05 a.u. (10973 cm−1) starting from an initial guess value of 0.1609 a.u.(35313

cm−1) to optimize the cost functional. The envelop function, s(t), ensures smooth

switch on and off of the pulse at the initial and final time, respectively. The total

time duration of 30000 a.u, is considered with a penalty factor, α = 0.001 a.u..

The envelop function s(t) is given by Eq. (2.102) in chapter 2. The present

calculations show good convergence behaviour with the widely used values of the

GA parameters as suggested in Ref. [41].

We note that throughout the text we follow the nomenclature suggested

in Fig. 6.3 for the electronic states and dissociation limits. In this figure the

curves with same color coding represents diabatic and with different color coding

represent adiabatic electronic states. Therefore, the lower (S0) curve (black)

connected with the red one beyond CI represents the ground (lower) adiabatic

state and upper (1πσ∗) curve (red) connected with the black one beyond CI

represents the excited (upper) adiabatic state. Therefore in this definition the

black and red curves beyond the CI represent the upper and lower adiabatic

dissociation channels.
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6.2 Results and discussion

To start with, the |0, 0〉 nuclear wavefunction [cf., Fig. 6.2] in the ground

electronic state (S0 ), is subject to the optimal UV-laser pulse [cf., Fig. 6.4(b)]

with a central wavelength of 267 nm. The wavelength is obtained from the

carrier frequency of the pulse shown in Fig. 6.4(c). In an effort to excite the

system from the ground to the excited electronic state and and hence initiate the

subsequent dissociation process, the action of the pulse in time is understood from

the associated population dynamics of the states, time-integrated flux behaviour

of the two dissociation limits and the corresponding field-driven WP (both ground

and excited component) dynamics.

Throughout the optimal pulse action on the |0, 0〉 packet, its amplitude is

continuously being transferred from the ground to the excited electronic state,

till the end of time duration. The laser driven dynamics yields dissociation
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Figure 6.4: Figures (a) to (f) are initial field, optimal field, frequency spectrum,
time-integrated flux, diabatic-adiabatic population dynamics (as explained in
the text) and convergence behaviour of cost functional (J) and total flux (F ),
respectively.
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products on the lower (S0) adiabatic asymptote almost entirely. The dissociation

probabilities calculated at the S0 and 1πσ∗ adiabatic asymptotes are shown by

the dot-dashed and solid lines, respectively, in Fig. 6.4(d). It can be seen

that, in this situation virtually there is no dissociation taking place via 1πσ∗

adiabatic asymptote. This can be understood from the corresponding field-driven

population dynamics. It can be seen from Fig. 6.4(e) that both the adiabatic

and diabatic S0 state populations (curves A & D, respectively) start decreasing

at early times. But complete recovery of adiabatic population occurs after ∼ 230

fs, while the diabatic populations continuously decrease. Exactly an opposite

behaviour is reflected in the population dynamics of the 1πσ∗ state [cf., the

adiabatic and diabatic population curves, B & C in Fig. 6.4(e), respectively].

After the excitation of the WP amplitude at each point of time with the

optimal pulse, the complete dissociation takes place on the lower (S0) adiabatic

dissociation [cf., Fig. 6.4(d)] limit. This explains the population dynamics after

∼ 230 fs. The transfered WP leaks through the barrier present in the excited

1A2(1πσ∗) state due to insufficient mean energy of the WP compared to the

barrier height. Thereby the excited WP reaches 1A2(1πσ∗)-S0 CIs subsequently

and dissociates on the lower adiabatic surface at large r limit. The internal

conversion to the S0 state is minimal in this situation. This also means that

the transferred WP population stays on the (1πσ∗) diabatic state giving rise

to the population dynamics as discussed above. Also, the time-behaviour of

the flux clearly indicates the recovery of adiabatic populations and continuous

decrease/increase of diabatic populations in the S0/1πσ∗ state at later times. In

Fig. 6.7a(i-iii) the snapshots of the WP components on the diabatic states are

shown at regular intervals of time. As expected, the amplitude of the ground state

packet keeps decreasing in time and it stays as a stationary gaussian for most of

the time. Some nodal pattern starts appearing in the S0 state component solely

due to internal conversion to vibrationally hot levels (of S0 state) although it is
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insignificant as seen from the population dynamics. The 1πσ∗ diabatic WP, at

each time, moves to the CI by tunneling after it is created by the pulse as is

evident from the snapshots of the Fig. 6.7a(iv-vi). Finally it starts dissociating

to the lower (S0) adiabatic asymptote. This keeps happening for the entire period

of pulse-driven dynamics. Most efficiently, the dissociation occurs around ∼ 230

fs) when the population transfer is maximum. The convergence of the objective

is seen to confirm the quality of the optimization algorithm used, as can be seen

from Fig. 6.4(f), where the maximum flux value and the cost functional values

start coinciding and become constant after a certain number of generations. It

is worth mentioning that the field driven tunneling dynamics (for 30000 a.u.) is

much faster and quantitatively yields higher dissociation probability on the lower

adiabatic asymptote when compared to the field free dynamics. For illustration of

the differences in the dynamics, we show in Fig. 6.5 for the flux variation (a) and

the associated the population dynamics (b) of the |0, 0〉 in the field free situation

for a total propagation time of 90000 a.u. (the time scale and the calculations

are made use of heavily in the following chapter).

Similarly, different initial vibrational levels are subjected to the same initial

guess control field as in the |0, 0〉 case in an effort to design respective optimal

fields that bring about effective photodissociation. It is observed that the laser

driven dissociation dynamics with these initial conditions qualitatively differs

from |0, 0〉 condition as follows. As shown in Fig. 6.6, the vibrational states |1, 0〉,

|1, 1〉 and |1, 2〉 as initial conditions lead to different values of the the branching

ratio by opening up the upper dissociation channel [cf., panels A3, B3 and C3 of

the figure]. Although the values of dissociation probabilities in panel A3 (|1, 0〉)

are similar to the |0, 0〉 case [cf., Fig. 6.4(d)], the rate at which dissociation occurs

differs from it. Indeed, the dissociation probability starts sharply rising at times

earlier than ∼ 230 fs, as compared to the |0, 0〉 case in which it rises at ∼ 230 fs.

The same is also true for the |1, 1〉 and |1, 2〉 cases [cf., B3 and C3]. This shows
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that excitation along the tuning mode (r) enhances the rate of the dissociation.

The early rise of dissociation probabilities clearly manifests in the corresponding

population dynamics [cf., panels A4, B4 and C4]. The optimal laser driven |1, 1〉

and |1, 2〉 WPs possess enough energy to go over the barrier to reach the CIs

[cf., B1 and C1, Fig. 6.6 for their respective optimal pulses]. The snapshots of

both the S0 and 1πσ∗ diabatic WP components in the case of |1, 1〉 are presented

in Fig. 6.7(b). The main dynamical features of the WP are more or less the

same as that of |0, 0〉 case except that it contains high energy components that

enable it to reach the upper adiabatic dissociation limit. Also in this case there is

relatively more internal conversion to the S0 state and the WP components in the

latter state become vibrationally hot [cf., Fig. 6.7b(i-iii)]. On the other hand, the

WP components on the excited state undergo interference and give rise to nodal

structure along r [cf., Fig. 6.7b(iv-vi)]. The interference arises due to the trapped

WP components in the attractive well between the barrier and dissociation limit,

on the upper state. A point worth noting from the snapshots of the excited

state WPs in all cases (including |1, 0〉 and |1, 2〉 cases also) is that they are a

replica of initial WP in the ground state, at all times in the Franck-Condon (FC)

region. This indicates that at each point of time, components of the optimal

pulse causes a δ-excitation by promoting a small portion of the initial WP to the

upper electronic state.

It is also seen that the optimal pulses (A1, B1 and C1 of Fig. 6.6) in

each case [including |0, 0〉, cf., Fig. 6.4(b)] seem to have overlapping frequency

spectrum [cf., panels A2, B2 and C2 of Fig. 6.6] although the central frequency

differs. This indicates that the effect of initial conditions on pulse shaping is more

in terms of determining the amplitude profile as is seen in the markedly different

pulse profiles. Moreover, in all the cases the optimal pulses are associated with

high intensity (∼2-15 TW/cm2). And they are experimentally feasible to generate

at their high carrier frequencies with such intensities. Finally, the convergence
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Figure 6.7: Snapshots of the WP components on the diabatic S0 state (panels i,ii
and iii) and diabatic 1πσ∗ state (panels iv, v and vi) at different times during the
field driven dynamics (see text for details).
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behaviour set up by the GA with the number of generations evolved is shown in

panels A5, B5 and C5 of Fig. 6.6. These plot(s) show the maximum flux (F), and

cost functional (J) values are more or less comparable and they keep increasing

in steps until a constant value is reached for the final generations. It can be seen

that the convergence in all cases is found to be good in general.

Finally, in all the above cases the effective transition between the two

electronic states occurs before CIs, mostly in the FC region, since the pulses

are in resonance with the energy gap. This is explicitly verified by setting the

transition moment value to zero after CIs by switching off the laser-molecule

interaction term in the Hamiltonian. In such a situation we found that the

overall pulse driven dynamics (both qualitatively and quantitatively) is similar

to the case when the interaction term is on. Furthermore this suggests that the

constant value of TDM (within the Condon approximation) assumed in this work

is well justified.

6.3 Summarizing remarks

We have designed and applied optimal UV-laser pulses to carry out excitation

to the 1πσ∗ state and initiate photodissociation of pyrrole via S0-1πσ∗ CIs with

maximum dissociation yields. The optimal pulses for various initial vibrational

states of the system are designed to achieve the desired control task. In all

cases, the designed pulses are simple, have smooth profile in time and hence are

amenable to experimental implementation. Moreover, the pulses have roughly

close matching central wavelengths (ranging from ∼269-282 nm) of that of

experimentally implemented pulses for probing both the tunneling and barrier

crossing dynamics on the 1A2(1πσ∗) state. Therefore, the theoretical quantum

control insights obtained here are highly experimentally relevant and useful in

understanding 1πσ∗-photochemistry.
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The optimally driven dissociation made use of the effect of CIs in such a way

that the dissociation flux is maximized (i.e., enhancing overall dissociation). The

crucial thing in this optimal photodissociation is in setting up the population in

the electronic excited state and its further evolution to the dissociation limits. It

is also verified that, under the action of the lasers, the excitation of the coupling

mode gives rise to the increased dissociation probability of the upper channel.

Similarly as the tuning mode is excited, the rate of the dissociation increases.

It is also found that the convergence behaviour of GA is shown to be extremely

good.
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Chapter 7

Control of photodissociation
dynamics of pyrrole: An
alternative over the conventional
mechanism

As mentioned in chapter 6, the photodissociation (more specifically, N-H

dissociation) dynamics of pyrrole is proven to be mediated predominantly via

its optically dark 1πσ∗ (1A2) electronic excited state which is repulsive along the

N-H stretch coordinate [1–17]. This state undergoes symmetry allowed crossings

with optically bright excited 1ππ∗ states as well as the electronic ground S0

state [3]. The participation of 1πσ∗ (1A2) state of pyrrole in the photo-induced

dynamics is evidenced by the formation of H atoms in the experiments carried

out with 250 nm, 238 nm, 243.1 nm and 242-217 nm UV-radiations [2, 4, 12, 15].

It was concluded from the observation of a large kinetic isotope effect in these

experiments that quantum tunneling plays a major role in the photodissociation

dynamics at 250 nm excitation [11]. As studied in the previous chapter (i.e.,

Chap. 6), the photodissociation dynamics of initially prepared vibrational state

in the 1πσ∗ (1A2) state with the aid of an optimally controlled laser pulses reveal

that branching ratio of the dissociation products is dependent on the specified

initial vibrational state under consideration, similar to that observed in field free
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conditions [7]. It was found that vibrationally hot initial state opens up both

upper and lower dissociation channels [cf., Fig. 6.3 for the nomenclature] by

allowing the wavepacket (WP) to cross over the barrier present in the vicinity

of the Franck-Condon (FC) region on the 1πσ∗ state [cf., Fig. 6.3(a)]. However,

when the WP corresponding to the ground vibrational level of S0 state (i.e., |0, 0〉

packet) is launched on the 1πσ∗ (1A2) state, no branching ratio was found. In this

case, the dynamics was found to be slow and dissociation was reported to occur

via tunneling of the WP through the barrier of height, ∼0.40 eV, on the 1πσ∗

(1A2) state. In this situation the upper adiabatic dissociation channel was found

to remain essentially closed [7, 11]. Therefore, it is clear that the vibrational

excitation of an initially prepared |0, 0〉 packet in the 1πσ∗ (1A2) is necessary in

order to bring about the non-zero branching ratio of the dissociation products.

In this chapter, we have devised an alternative mechanistic route for

controlling this photodissociation dynamics by constructing an optimally

controlled laser pulse (of ∼ 2.2 ps time duration). The latter transfers the WP

back and forth between the S0 and 1πσ∗ states after its initial excitation to

the 1πσ∗ state. In doing so the pulse makes use of electronic transitions due

to nonadiabatic effects of CI in a cooperative manner. The pulse is optimized

subsequently leading to an optimal shape of the pulse to achieve the desired goal.

Such an optimal pulse is shown to efficiently yield the product branching ratio.

Although the previous quantum control studies on photodissociation exist in

this regard, their focus was limited to controlling the dynamics associated with

excited surfaces with no barriers [18]. Here we explicitly consider controlling

the photochemistry of 1πσ∗ (1A2) state that solely arises out of its repulsive

character after the barrier. Thus our control studies may be useful in the case of

excited state proton transfer/abstraction with barriers, which is often the case

in large molecules.
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A direct transition from the S0 to the 1πσ∗ (1A2) state of pyrrole is

understandably optically forbidden in first order. However, recent experiments

carried out with 250 and 238 nm radiations directly probed the 1πσ∗ state and the

interplay between barrier tunneling and barrier crossing dynamics was discussed

[11]. Theoretically, the 1πσ∗ mixes with the optically allowed states and therefore

the transition is justified and verified experimentally. Therefore, we considered

the initial condition as the vertically placed |0, 0〉 packet (an eigenstate of S0)

in the 1πσ∗ state. The transition dipole moment (TDM) in the present work

is assumed to have a certain arbitrary value so that a pulse of moderately high

intensity and sufficiently longer duration can, in fact, induce transition in the

dipole forbidden situation. Also, in the recent past, multi-state and multi-mode

dynamics of pyrrole has been extensively studied in field free conditions [10, 14].

In the following we present a control mechanism by designing optimal

laser pulse(s) which efficiently transforms the slow tunneling dynamics into fast

dynamics and monitors the passage of WP through CI and gives rise to a

branching ratio of photoproducts. The well known optimal control theory (OCT)

[19, 20] combined with vibronic coupling theory and time-dependent wavepacket

propagation (TDWP) method is utilized to accomplish the task as described in

Chapter no. 6. However, we present a brief review on the theoretical aspects to

make it clear the differences in the parameter values used in this work.

7.1 Theory

7.1.1 Quantum dynamics and OCT

As in the previous chapter, in this study we have employed the 2×2 diabatic

electronic Hamiltonian including a laser-molecule interaction term (in the dipole

approximation) in the off-diagonal diabatic S0/1πσ∗(1A2) electronic coupling.

The nuclear dynamics on coupled states is studied by solving the time-dependent

Schrödinger equation (TDSE) [cf., Eq. (6.4)]
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After the initial excitation of a |nr, nQ11〉 wavefunction of the S0 state to

the 1πσ∗ state the cost functional for the N-H dissociation process is defined by

J [ε(t)] =

∫ T

0

~
µ
Im

[
Ψ∗(r, t)

∂

∂r
Ψ(r, t)

]
r=rd

dt− α0

∫ T

0

[ε(t)]2 dt, (7.1)

The first term in the RHS of the above equation is the total dissociation

probability (the time integrated flux of the WP reaching the dissociation

asymptotes) which serves as an objective in J . The dissociative flux is calculated

along an analysis line at the asymptotes at, rd = 11.976 a.u., as shown in Fig.

6.3. Afterwards a sine type of damping function [29] is activated at, r = 13.5

a.u., to absorb the WP in order to prevent its reflection and wraparounds at

the grid boundaries. The second term in the RHS (in Eq. 3) is the penalty

constraint to lower the fluence of the pulse with electric field component ε(t)

to avoid the undesirable physical processes (e.g. ionization) caused by high field

strengths. The quantity α0 is a penalty factor. The aim is to optimize (maximize)

this field-dependent functional J [ε(t)] using genetic algorithm (GA, in particular

micro-GA) based optimization methods [30–33], to arrive at the desired goal to

validate the dissociation mechanism proposed.

The guess field in GA is taken as in Eq. (6.7). This amplitude is varied

from 0 to 0.03 a.u. and the frequency is varied from 4173 cm−1 to 15146 cm−1

(range of 0.05 a.u.) to optimize the cost functional. The envelop function, s(t), is

defined same as in the previous chapter [cf., Eq. (2.102)]. A total time duration

of 90000 a.u, (∼ 2169 fs) is considered and a penalty factor α0 value of 0.001 a.u.

is considered here. Using GA, different possible combinations of the amplitude

(ε), two time parameters (t1 and t2) and frequency (ω) are searched as described

in Chapter 2. The calculation took 23 generations for the cost functional to reach

convergence using values for the GA parameters as suggested in Ref. [37].
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7.2 Results and discussion

In the field free dynamics of the |0, 0〉 WP [cf., Fig. 6.2] launched on the 1πσ∗

(1A2) state, the average energy of the WP (∼ 0.26 eV) is about sixty percent

of the barrier height (∼ 0.4 eV). Therefore the barrier crossing path and the

upper adiabatic dissociation channel remains closed in this situation. Quantum

tunneling is the only possible path for this WP to dissociate through 1πσ∗

(1A2)/S0 CI. Using the semiclassical Wentzel-Kramers-Brillouin (WKB) formula

a transmission probability of ∼ 0.6 is estimated for a choice of the barrier width

of 0.1112 a0. This reveals that about 60% of the WP on the 1πσ∗ state can tunnel

through the barrier over a longer time period. Even after tunneling, the WP does

not acquire enough energy to reach the upper adiabatic dissociation limit. The

dissociation probability calculated along the flux line (as shown in Fig. 6.3) on

the adiabatic asymptotes is plotted as a function of time in Fig. 7.1 and shown

by the dashed line. It can be seen from the figure that in this situation the

dissociation solely takes place on the lower adiabatic asymptote. Examination

of time-dependence of diabatic and adiabatic electronic populations [cf., Fig.

6.5(b)] in this situation reveals that the diabatic populations essentially do not

change in time while adiabatic populations exhibit a monotonic change in time.

This implies that after an initial excitation, the WP remains on the 1πσ∗ diabat.

The 1πσ∗ diabat asymptotically correlates to the lower adiabat. Therefore, the

population of the latter grows and that of the upper adiabat depletes in time. The

cumulative dissociation probability in conjunction with the population dynamics

supports the inference that the dynamics of the |0, 0〉 wavefunction is governed

by the barrier tunneling followed by a passage through the 1πσ∗/ S0 CI in the

field free condition.

It is obvious from the above discussions that the barrier crossing is negligible

in the dynamics of the |0, 0〉 wavefunction in absence of a laser pulse. In this

situation, vibrationally excited initial WPs have been shown to enhance the
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barrier crossing dynamics in addition to the tunneling [7]. The mechanism

proposed in the present work relies on a control pulse which initiates a sequence

of events. A part of the WP initially excited to 1πσ∗ state is first dumped

back to the S0 state by the pulse. The latter creates a vibrationally hot WP

on the S0 state which spreads along r as well as Q11 and subsequently reaches

the CI. The part of the WP remaining on the 1πσ∗ state simultaneously and

relatively slowly tunnels through the barrier and reaches CI and interferes with the

vibrationally hot S0 WP components reaching there. The composite WP moves

towards the lower adiabatic dissociation limit. Since the control pulse is active

its pump component remains operational and the composite WP experiences an

effective pump action of the pulse in the coordinate region beyond CI before

it dissociates. This is because in this region, the carrier frequency (∼ 8905

cm−1) of the optimized pulse is near-resonant with the asymptotic energy gap

(∼ 8850-8920 cm−1) at r ≈ 7.86 a.u. The TDM has a nearly constant value

of ∼0.1350 a.u. (calculated ab intio) in this asymptotic region. In that way

the pumped components of the composite WP dissociate on the upper adiabatic

channel and the remaining ones on the lower channel. This mechanism is further

confirmed by switching off the laser-molecule interaction beyond CI. In such a

situation the dissociation probability on the upper adiabatic channel becomes

minimal (∼ 0.1). This shows that the optimized pulse acquires the capability of

producing photoproducts through the upper dissociation channel which is closed

otherwise. This simultaneous dump and pump action of the control pulse remains

on during entire course of the dynamics along with the nonadiabatic passage of

the WP through CI.

An initial infrared pulse of frequency ∼ 4173 cm−1 is guessed based on the

energy difference between |0, 0〉 and |1, 1〉 vibrational levels. This guess pulse is

then optimized. The optimal pulse (shown as an insert in Fig. 7.1(a)) has a

maximum amplitude of 0.0216 a.u.(∼ 14 TW/cm2) with associated pulse shape
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parameters, t1 and t2, values ∼ 585 fs and ∼ 1506 fs, respectively. The optimal

pulse has a carrier frequency of ∼ 8905 cm−1 (∼ 1200 nm) as obtained from the

power spectrum (shown as an insert in Fig. 7.1(a)). As stated above, action of

this pulse on the WP on the 1πσ∗ state transfers population to the vibrationally

excited levels of S0 which acquires nodal structure along r and also Q11 [cf., Figs.

7.1(b-c)]. Finally, a part of it reaches the dissociation asymptotes directly and

a part of it is transferred back to the 1πσ∗ state by the pump component of the

control pulse which remains on throughout the dynamics.

It can be seen from Figs. 7.1(d-e) that the WP component on the 1πσ∗ state

also acquires nodal structure beyond the barrier at r ≈ 5.1 a.u. This originates

from WP components that arrive back to the 1πσ∗ state because of the pump

action of the control pulse. These components possess enough energy to dissociate

into both the asymptotes. The pump action appears to be more effective after

the WP crosses the CI as explicitly confirmed by switching off the laser-molecule

interactions at different regions of the coordinate space. The upper dissociation

channel appears to be minor when this interaction is switched off beyond r ≈ 6.2

a.u.

In order to understand the WP dynamics portrayed in Fig. 7.1(b-e) better,

we examined one-dimensional cuts of the WP probability density along the

coupling coordinate Q11 [cf., Figs. 7.2 and 7.3] at the two time scales of the

WP snapshots [cf., Fig. 7.1(b-e)]. It is observed that in absence of the pulse the

transferred WP on the S0 diabatic state acquires a nearly symmetrical node at

Q11 = 0. The diabatic coupling is an odd function of Q11 and since WP can return

only via CI such a node appears in this situation. This is a clear signature of well

known geometric phase effect [13]. In presence of the pulse the situation becomes

quite irregular, the dumped WP on the S0 diabat often develops non-symmetrical

nodal structure away from Q11 = 0 because of laser-molecule interaction and

interference effects as can be seen from Fig. 7.1(b-c). In absence of the pulse the

165



0 500 1000 1500 2000
0

0.1

0.2

0.3

0.4

0.5

0.6

0 1000 2000

-0.02

0

0.02

8500 9000 9500

Time [fs]

D
is

so
ci

at
io

n
 P

ro
b

ab
il

it
y

Time [fs]

F
ie

ld
 A

m
p

li
tu

d
e 

(a
.u

.)

ω  (cm
-1

)

S
p
ec

tr
al

 I
n
te

n
si

ty
 

8905 (cm
-1

)

(a
rb

it
ra

ry
 u

n
it

s)

(a)

408.04 fs

 4  6  8  10  12  14

r [a.u.]

-4

-2

 0

 2

 4

Q
1

1

(b)

816.08 fs

 4  6  8  10  12  14

r [a.u.]

-4

-2

 0

 2

 4

Q
1

1

(c)

408.04 fs

 4  6  8

r [a.u.]

-4

-2

 0

 2

 4

Q
1

1

(d)

816.08 fs

 4  6  8

r [a.u.]

-4

-2

 0

 2

 4

Q
1

1

(e)

Figure 7.1: (a) Dissociation probabilities as functions of time. The dashed line
represents the dissociation to the lower adiabatic asymptote in absence of the
field. The dissociation to the lower and upper adiabats in presence of the field is
shown by dot-dashed and solid lines, respectively. The optimized laser pulse in
the time domain is shown as an insert at the upper left corner and its frequency
domain structure is shown as an insert at the lower right corner. (b-e) Snapshot
of the WP components evolving on the diabatic S0 state (b-c) and diabatic πσ∗

state (d-e) at different times during the field driven dynamics (see text for details).
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Figure 7.2: Probability density cuts along Q11 at different values of r, of both the
ground diabatic (a) and excited diabatic packets (b). The snapshots are taken at
408.04 fs time for both in absence as well as in presence of the field.
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Figure 7.3: Same as the above figure but the snapshots are taken at 816.08 fs
time.
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|0, 0〉 WP transferred to the 1πσ∗ diabat on the other hand does not acquire any

node. This is because the WP component evolving on the 1πσ∗ diabat retains

the overall vibronic symmetry. In presence of the pulse non-symmetrical nodal

structure often appears [cf., Fig. 7.1(d-e)] because of interference with the WP

components due to pump action of the pulse as stated above.

In contrast to the field free case, the laser driven dynamics yields

dissociation products on both the adiabatic asymptotes. The dissociation

probabilities calculated on the lower and upper adiabatic asymptotes are shown

as dot-dashed and solid lines, respectively, in Fig. 7.1(a). It can be seen

that, in this situation predominant dissociation takes place via upper adiabatic

asymptote. Quantitatively, it is much different from the dissociation achieved by

a vibrationally excited (|1, 1〉) packet that reaches the upper adiabatic asymptote

through the barrier crossing mechanism in the field free case [7]. In Fig. 7.4(a),

the corresponding population dynamics driven by the optimal pulse is shown. It

can be seen that the population of both the diabatic states changes in time. As

time progresses both the diabatic 1πσ∗ and adiabatic upper state populations

(A&C in Fig. 7.4(a), respectively) decrease and those of diabatic S0 and

adiabatic lower state (B&D in Fig. 7.4(a), respectively) increase. The maximum

population transfer between the two electronic states occurs within ∼ 1.0 ps. And

by this time the dissociation probabilities of both the channels attain a peak value

as can be seen from Fig. 7.1(a). At longer times the dissociation probabilities

saturate at 60% and 40% on the upper and lower adiabatic asymptotes,

respectively. This shows that almost entire population is driven to dissociation

at the end of the pulse duration. It is worthwhile to point out that intramolecular

vibrational relaxation (IVR) turns out to be insignificant (< ∼ 1.2%) in this case

as confirmed by minimal overlap of the time evolved WP with the eigenvectors

of the low-lying vibrational levels of the S0 state at the end of the pulse duration.
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Figure 7.4: Population dynamics and convergence behaviour: (a) Time
dependence of adiabatic and diabatic electronic populations in the field driven
photodissociation dynamics of pyrrole. The line types are given in the legend and
discussed in the text, (b) Convergence behaviour of cost functional (J) and total
flux (F ) with the number of generations shown by the dashed and solid lines,
respectively.
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The laser driven dynamics is much faster as compared to the field free case.

An analysis of the average energy of the WP on the S0 and 1πσ∗ state in presence

of pulse reveals that the packet on both the states has components with sufficient

energy to reach the dissociation limit during the entire course of dynamics. The

average energies of these packets are shown in Fig. 7.5(a). The sudden drop in

energy of the S0 diabatic WP is due to the removal of high energy components of

the WP by the damping function activated at the grid boundaries. As can be seen

it causes rise of dissociation probability between 1–1.25 ps [cf., Fig. 7.1(a)]. The

time-frequency analysis of the laser pulse using Husimi distribution [38] is shown

in Fig. 4(b). As can be seen from the latter figure, the maximum contribution

to the transition comes from the pulse in the frequency range ∼ 8850–8950 cm−1

between ∼ 500 to 1600 fs. This is on par with the population dynamics [cf., Fig.

7.4(a)] and the associated dissociation probabilities [cf., Fig. 7.1(a)].

Calculations are also carried out keeping the initial guess value of the

frequency (i.e., ∼ 4173 cm−1) fixed during optimization while varying the

amplitude and time parameters. The results of these fixed frequency calculations

are presented in Fig. 7.6. A comparative study of these results with the frequency

optimized results reveals that, in the latter case dissociation probability of the

upper channel is enhanced [cf., Fig. 7.1(a) versus Fig. 7.6(d)]. The underlying

reason is attributed to the less effective electronic population transfer between

the two diabatic states [cf., Fig. 7.6(e)] by the pulse in action and its relatively

less energy, in the fixed frequency case as compared to the frequency optimized

case.

Checks are also exercised by taking frequencies of the initial guess pulse

close to the optimal result (i.e., either side of 8905 cm−1 with -100 cm−1 and

+300 cm−1 ) and performing fixed frequency calculations. This confirms that the

control is robust, that is small variations in the optimal field parameters do not

change the fidelity significantly. As can be seen from Fig. 7.8(a), a relatively
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Figure 7.5: Average energies of diabatic packets and Husimi plot of the optimal
field: (a) Average energy of the WP evolving on the S0 (black line) and πσ∗ (red
line) diabatic states as a function of time, (b) Husimi plot of the time-frequency
characteristics of the optimally controlled laser pulse.
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Figure 7.6: Results of fixed frequency calculations: figures (a) to (f) are
initial guess field, optimal field, frequency spectrum, dissociation probability,
diabatic-adiabatic population dynamics and convergence behaviour of cost
functional (J) and total flux (F ), respectively.
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complex pulse (or rather a train of pulses) with variations in amplitude profile

yields quantitatively somewhat different net dissociation probability (∼ 0.8) [cf.,

Fig. 7.8(c)] compared to frequency optimized results (∼ 1.0). However, the overall

mechanism remains unaltered. It can also be seen from the frequency structure

[cf., Fig. 7.8(b)] of this moderately complicated time-dependent field that the

contributions to transitions between the two electronic states can come from

three carrier frequencies depending upon their relative intensity, to effectively

yield photoproducts. This is unlike the case of frequency optimized results where

a single carrier frequency of the time-dependent field [cf., Fig. 7.1(a)] is involved

in during the control dynamics. Therefore, the alternative control mechanism

to photodissociation of pyrrole can be brought about not only by optimal pulses

which have seemingly simple shape but by moderately complicated optimal pulses

also. Hence the power of optimization lies in finding a special combination of

amplitude, frequency and pulse shape parameters (t1 and t2) for a given initial

guess, to achieve a successful control.

In order to further validate the dynamical control mechanism emerged above

in the two states and two modes model, we extended the model by including two

more relevant coupling modes of A2 symmetry. These modes are designated as

Q12 and Q10. Following the work of Ref. [10], we constructed an effective coupling

mode as, Qeff =
∑

c
λc
λeff

Qc. In this equation, λc, λeff are coupling constants of

the individual coupling modes and the effective coupling mode, respectively. The

definitions of these coupling coordinates are shown in Fig. 7.2 and the values

of corresponding coupling constants and frequencies are presented in table 7.1.

The results of this calculations are shown in Fig. 7.9. It can be seen from

the time profile of the optimized field [shown as an insert in Fig. 7.9(a)], its

corresponding frequency spectrum [shown as an insert in Fig. 7.9(a)] and the

resulting dynamical outcomes, such as dissociation probabilities [cf., Fig. 7.9(a)]

and populations [cf., Fig. 7.9(b)] that the mechanistic details of the dynamics
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Table 7.1: Coupling modes belonging to A2 symmetry, their respective frequencies
(ω) and the corresponding linear coupling parameter (λc) values associated with
1A2(πσ∗)-S0 CI.

Mode ω (eV) λc (eV)

Q10 0.1022 0.0430
Q11 0.0830 0.1110
Q12 0.0756 0.0350
Qeff 0.1310 0.1240

remain same as discussed above in the case of frequency optimized calculations

involving Q11 only [cf., Fig. 7.1(a) and Fig. 7.4(a)]. However, in this case the

action of optimized pulse whose peak amplitude/carrier frequency (in the range

∼ 0.0145 a.u./10220 cm−1) is lower/higher than that of the latter case (∼ 0.0216

a.u./8095 cm−1), is confined to a longer time duration (∼ 241 fs - ∼ 1450 fs,

obtained by its Husimi transform. The action of the optimized pulse in that

duration is clearly reflected in the population dynamics [cf., Fig. 7.9(b)] and flux

behaviour [cf., Fig. 7.9(a)]. It is clear from Figs. 7.9(a) and 7.9(b) that the

relative increase in dissociation rate and rate of population transfer as compared

to those shown in Figs. 7.1(a) and 7.4(a), is due to the inclusion of additional

coupling modes, as expected. Nevertheless, the total dissociation probability

remains almost same and an interpretation of these results follow same line of

arguments as of those shown in Figs. 7.1(a) and 7.4(a). IVR is minimal in this

case also. Therefore, in this sense, the theoretical model captured most of the

essential photodynamical features of the pyrrole molecule.

The convergence behaviour set up by the GA with the number of generations

evolved is shown in Fig. 7.4(b). The plot(s) shows the maximum flux (F), and

cost functional (J) values are more or less comparable and keep increasing in steps

until a constant value is reached for the final generations.
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(a) (b) (c)

Figure 7.7: The definition of each coupling mode used in the calculations:
a) Q10 normal mode, b) Q11 normal mode and c) Q12 normal mode.
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7.3 Summarizing remarks

In summary, an alternative and efficient photodissociation mechanism of pyrrole

on electronically coupled S0-1πσ∗ states is developed by applying optimally

controlled pulse. The dissociation dynamics is governed by the designed pulse(s)

that acts after the initial excitation of the ground vibrational wavefunction of the

S0 (adiabatic) state to the 1πσ∗ (adiabatic) state. After the initiation, the system

dynamically evolves with the pulse. The control pulse dumps a fraction of WP

components on the 1πσ∗ state to the S0 state. These dumped WP components

on the S0 possess enough energy along the reaction coordinate (N-H stretch).

A fast dynamics on the S0 state in addition to slow tunneling of remaining WP

components on the 1πσ∗ state follow thereafter. The WP components evolving on

both the states reach the 1πσ∗/S0 CI and dissociate into both the upper and lower

adiabatic channels. The dissociation to the upper channel is mainly facilitated

by the pump components of the control pulse (which remains on throughout the

dynamics) after the packet crosses CI and this dissociation dominates at longer

times.

An increase in the energy of the time evolved WP increases the dissociation

probability of the upper channel. This is explicitly verified by utilizing control

pulses with different energy. The barrier crossing path, which opens up the upper

adiabatic asymptote in the field free case is closed for the |0, 0〉 packet. With

the aid of an optimally controlled laser pulse dissociation to the upper adiabatic

asymptote is accomplished here through an alternative path. The optimized pulse

has a smooth profile in time and is highly band-width limited. Such simple pulse

shapes are experimentally realizable.
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Chapter 8

Summary and Future directions

In this thesis we have employed optimal control theory (OCT) for theoretical

design of laser pulses for controlling quantum dynamics in order to achieve

a prescribed dynamical goals. For this purpose, the OCT is combined with

the time-dependent Schrödinger equation (TDSE) that governs the quantum

dynamics under the action of such pulses. The problem of designing a suitable

laser pulse(s) that achieves the maximum of a desired goal(s), is phrased as

an optimization of light field dependent “cost functional” in OCT. The cost

functional contains not only an objective term which is a measure of the extent

of desired goal that is achieved and may also incorporate penalty term as a

constraint on field intensity limits in order to minimize the laser fluence. This

optimization problem is solved using two different optimization techniques- the

conjugate gradient (CG) method and genetic algorithm (GA). We have designed

both IR and UV-laser pulses for controlling quantum dynamics in for the processes

that occur in single electronic surface as well as multiple electronic surfaces that

involve nonadiabatic interaction.

The work in this thesis is about designing optimal laser pulses and

examining the associated control mechanisms for controlling state selective

(vibrational/electronic) population transfer, isomerization and photodissociation

dynamics. The so designed optimal laser pulses and the resulting control
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mechanisms are analysed using tools such as time-amplitude profile of pulse and

its frequency spectrum and monitoring wavepacket (WP) evolution, population

dynamics of different quantum states, etc., respectively. The quantum control

dynamics studied in the present work include both within the Born-Oppenheimer

(BO) approximation (adiabatic) and beyond BO (nonadiabatic). The molecular

systems of interest considered in this work for the control tasks range from

simple diatomic to relatively complex polyatomic molecules. The quantum

dynamics of the molecular system during its control is treated with TDSE

within the semiclassical dipole approximation. As mentioned above, this

dynamical evolution taking as a constraint is combined with the numerical pulse

shaping technique, OCT. Moreover, nonadiabatic quantum dynamics is treated

using diabatic representation. Split-operator (SO)technique together with fast

Fourier transforms (FFT) is used for time propagation of laser-driven quantum

mechanical system.

Within the realm of quantum computing the use of quantum states as qubits

is inevitable. This suggests the importance of preparation of coherent quantum

states, for instance by using laser pulses. In this regard, we have designed infrared

laser pulses using OCT in combination with conjugate gradient method. The

optimal pulses are designed to perform coherent excitation that lead to selective

population transfer between vibrational states of the diatomic molecule, HCl.

Specifically, the control of fundamental and overtone transitions of a vibration

are considered. We have also examined that the effect of variation of penalty

factor on the control outcomes. During the optimization, the smooth switch on

and off of laser pulses are ensured by Gaussian envelope function. The optimally

controlled vibrational states could be used as qubits and the pulses as logic gates.

Our results indicate the possibility of designing an effective pulse(s) that can

perform selective transitions of HCl molecule from a given molecular quantum

state to the desired target state. We were able to achieve this with almost
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100% transition probability for all the transitions studied. The optimal pulses

obtained are found to be simple in time and frequency domain and are highly

experimentally feasible. Peak amplitudes of all the optimally designed pulses

are found to be within the experimentally realizable bounds. We have also

demonstrated that a) for each pulse duration considered with decrease in the

value of the penalty factor α0, the field amplitude increases; b) As we increase

the pulse duration for a particular α0 for all the transitions, the amplitude of field

decreases. Moreover, the insights of the control studies of HCl are useful as it

acts as a prototype for other halides that participate in H-abstraction reactions

which are plenty, in chemistry.

We have applied OCT to design laser pulses to promote chemical reactions

in electronic ground state with the aid of electronic excited states as a mediator.

The idea behind involving excited states is to surmount any barrier obstructing

the reaction to occur in the ground state. This can be achieved by a

process of pumping and a time-delayed dumping between the two electronic

states. Moreover, a) the advancements in UV-Pulse shaping technology over

corresponding IR technology and, b) relatively stronger transitions between

electronic states than between vibrational states of a molecule, in general act

as motivation for this electronic control.

Within the BO approximation, a controlled initiation of isomerization

reaction (H-transfer) in the electronic ground state of malonaldehyde molecule

is studied. The optimal initiation of H-transfer in malonaldehyde is achieved

by the application of strong and short optimal UV-laser pulses designed using

OCT in combination with CG method. This control mechanism, where we used

the excited electronic potential as a mediator to initiate H-transfer from one

oxygen to the other in the electronic ground state of the malonaldehyde, achieves

product configuration about 90%. The role of electronic excited state, a harmonic

surface, is to provide positive momentum to the Franck-Condon WP by virtue
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of its steepness. By the momentum gained from the electronic excited state, the

WP after a time-delayed (∼ 10 fs) dumping, moves toward the product well with

associated spreading and dephasing in time.

The results of the study show that the control dynamical outcomes within

the Condon approximation for the transition dipole moment versus its more

realistic value calculated ab initio found good agreement. Product configuration

is achieved in good yields. The use of electronic excited states to control

chemical reactions in ground state is both conceptually novel and simple and

experimentally implementable. In this regard, optimization using the CG method

along with the pulse shaping features gives results that allow for the possibility

of experimental implementation of designed optimal pulses.

In an effort to study the control of nonadiabatic molecular dynamics

(beyond BO), we have also applied OCT with GA optimization to design optimal

UV-laser pulses for controlling H-transfer of malonaldehyde involving coupled

electronic states in two dimensions (involving a tuning coordinate and a coupling

coordinate). The objective here is, as above, to control isomerization reaction in

the ground electronic state. For this purpose, we have designed optimal UV-laser

pulse using OCT for maximizing the product isomer by its continuous effective

pump followed by dump operation between the electronic states while there is

nonadiabatic interaction due to the conical intersection (CI) between the excited

states. The control mechanism operating here is quite different from the simple

pump-dump scheme explored in one dimensional case. But the idea of using

excited electronic states as mediators to control isomerization in ground state

remains same. Using the designed optimal pulse we have successfully achieved a

product isomer about 45% in this nonadiabatic scenario.

The results show that the simple optimal pulses can be designed

for controlling isomerization involving multiple electronic states interacting

nonadiabatically. In such a scenario, the product isomer is achieved in good yields.
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The GA-based optimization technique is found to exhibit good convergence

behaviour and yields simple pulses.

We have also applied OCT to design optimal pulses for effective control

of photodissociation dynamics of pyrrole occuring on coupled S0 and 1πσ∗ (1A2)

electronic states. In this respect, at first, we have performed the initial vibrational

state dependent photodissociation dynamics of pyrrole, in the presence of

UV-laser pulses, via 1πσ∗ (1A2)/ S0 conical Intersection (CI). The variation in the

branching ratio between the two asymptotic channels for various initial conditions

of the system is observed implicitly. The associated control mechanism(s) is

examined. This leads to mode-specific control of the photodissociation on 1πσ∗

state.

We have further investigated, with the aid of an optimally designed control

pulse, an efficient alternative control mechanism of 1πσ∗-photodissociation to

widely known mode-specific control mechanism. For this we have carried out a

first principles quantum dynamics study of N-H photodissociation of pyrrole on

the S0 and 1πσ∗ (1A2) coupled electronic states with optimally designed UV-laser

pulse. A new route of photodissociation of pyrrole as compared to conventional

barrier crossing mechanism, based on electronically coupled states was suggested.

This path opens up electronic transitions, under the influence of a continuous

action of pump-dump laser pulse, efficiently populating both the upper and lower

adiabatic dissociation channels.

Our results show that excellent control outcomes are achieved in both

the above cases i.e, barrier crossing mechanism by vibrational excitation as

well as new alternative mechanism. Given the high experimental relevance of

1πσ∗-photochemistry in the recent past, the simple optimal pulses obtained

in both cases by the use of GA based optimization worth an experimental

implementation. The alternative control mechanism suggested is found out to

be robust and is explicitly checked by performing frequency shift (-100 cm−1 and
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+300 cm−1) calculations close to the optimal result and calculations involving

additional coupling modes. These calculations give rise both qualitatively and

quantitatively similar results confirming robustness of the mechanism.

Future Directions:

1. As far as preparation of coherent vibrational states are concerned, it would

be interesting to see the maintenance of coherence when the effect of molecular

environment (e.g. a thermal bath of harmonic oscillators) is concerned. In such

a situtation controlling decoherence should be addressed based on density matrix

based approach.

2. It would be interesting to consider further the nonadiabatic interaction between

the ground electronic state and the excited electronic states of malonaldehyde

with realistic transition dipole moments and explore the possibility of H-transfer

control using shaped laser pulses in the presence of multiple CIs. For this, first

of all a relevant coupling mode must be identified and then obtain the potential

energies as functions of it.

3. In the case of pyrrole, further extensions of the control work can be made

by including the optically bright 1ππ∗ state and carry out the calculations.

Furthermore, calculating dressed state potentials and interpretation of the

alternative mechanism in terms of non-resonant dynamic stark effect could give

additional insights of the control dynamics.

4. With the expertise gained from the work of this thesis, it is natural to deal with

problems involving multi-states and multi modes. In this regard a problem that

we have in mind in near future is the control of quantum yield of fluorescence

from S2 state of Hexafluorobenzene in the presence of CIs with S1 along the

totally symmetric vibrational modes. OCT-MCTDH package is used to treat

this multi-mode and multi-state problem.
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Appendix A

Finding the leading error term in
the split-operator method

Consider the left hand side of the the Eq. (2.134) and expand as shown below

(here we drop the overhead hat symbol on operators for simplicity),

e
−iĤ
~ dt = e

−i(T+V )dt
~ = 1− i(T + V )

dt

~

+
(−i)2(T + V )2dt2

2~2
+

(−i)3(T + V )3dt3

3!~3
+ · · ·

= 1− i(T + V )
dt

~
− (T 2 + V 2 + TV + V T )dt2

2~2

+ i
(T 3 + TV T + T 2V + TV 2 + V T 2 + V 2T + V TV + V 3)dt3

3!~3

+ · · · (A.1)

Now consider the right hand side of the equation and expand it as shown below,

e−iV dt/2~e−iTdt/~e−iV dt/2~ =

[
1− iV dt

2~
+

(−iV dt)2

8~2
+ · · ·

] [
1− iT dt

~
+

(−iTdt)2

2~2
+ · · ·

]
×
[
1− iV dt

2~
+

(−iV dt)2

8~2
+ · · ·

]
= 1− i(T + V )

dt

~
− (T 2 + V 2 + TV + V T )dt2

2~2

+ i

(
V 3

6
+
T 3

6
+
V TV

4
+
V 2T

8
+
V T 2

4
+
T 2V

4
+
TV 2

8

)
dt3

~3

+ · · · (A.2)
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Comparing the exact expression, Eq. (A.1), with the approximation, Eq. (A.4)

the leading error term is obtained as follows,

Error = i
dt3

~3

(
T [V, T ]

12
+

[T, V ]T

12
+

[T, V ]V

24
+
V [V, T ]

24

)
(A.3)

= i
dt3

~3

(
[T, [V, T ]

12
+

[V, [V, T ]

24

)
. (A.4)
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Appendix B

Derivation of pulse design
equations

The cost functional reads as (for simplicity in all the expression below we drop

the vector aspects (i.e., bold form notation) of the dipole moment µ and ε its

conjugate as well):

J [ε(t)] = lim
T→∞
〈ψ(T )|Ô|ψ(T )〉−α0

∫ T

0

|ε(t)|2dt−2Re

[∫ T

0

〈χ(t)| ∂
∂t

+ iĤ|ψ(t)〉
]

(B.1)

where

Ĥ =

(
Ĥe −hatµε∗(t)
−µ̂ε(t) Ĥg

)
(B.2)

and

ψ =

(
ψe
ψg

)
; χ =

(
χe
χg

)
(B.3)

As long as ψ satisfies the TDSE the second term in the right hand side of Eq.

(B.1) will vanish for any χ. The role of this term as a constraint is to deconstrain

ψ and ε. This will remove the complicated dependence of the former on the latter.

Applying the integration by parts to the second term, we obtain the Eq. (B.1) as

J = lim
T→∞
〈ψ(T )|Ô|ψ(T )〉−2Re〈χ|ψ〉|T0 +2Re

∫ T

0

dt

{
〈χ(t)|H

i~
|ψ(t)〉+〈χ|ψ〉

}
−λ
∫ T

0

dt|ε(t)|2.

(B.4)
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For a stationary point, the variation of the functional, J , with respect to ψ(t),

ψ(T ), ε(t) and ε∗(t) can be taken independently and made them to be zero:

δJ

δψ(t)
= 0

δJ

δψ(T )
= 0

δJ

δε(t)
= 0

δJ

δε∗(t)
= 0. (B.5)

The variation of J

δJ = lim
T→∞

2Re〈ψ(T )|Ô|δψ(T )〉 − 2Re〈χ(T )|δψ(T )〉

+ 2Re

∫ T

0

dt

{〈
H

−i~
χ(t)

∣∣∣∣∣δψ(t)

〉
+ 〈χ̇(t)|δψ(t)〉

}

+ 2Re

∫ T

0

dt

{〈
χ(t)

∣∣∣∣∣ 1

i~
δH

δε∗(t)

∣∣∣∣∣ψ(t)

〉
δε∗(t) +

〈
χ(t)

∣∣∣∣∣ 1

i~
δH

δε(t)

∣∣∣∣∣ψ(t)

〉
δε(t)

}

− λ

∫ T

0

dtε(t)δε∗(t)− λ
∫ T

0

dtε∗(t)δε(t). (B.6)

Let us rearrange the terms and use complex conjugate of the term

proportional to δε∗(t) in Eq. (B.6):

δJ = lim
T→∞

2Re{〈ψ(T )|Ô − 〈χ(T )|}|δψ(T )〉

+ 2Re

∫ T

0

dt

{〈
H

−i~
χ(t)

∣∣∣∣∣+ 〈χ̇(t)|

}
|δψ(t)〉

+ 2Re

∫ T

0

dt

{〈
χ(t)

∣∣∣∣∣ 1

i~
δH

δε∗(t)

∣∣∣∣∣ψ(t)

〉
+

〈
ψ(t)

∣∣∣∣∣ 1

i~
δH

δε∗(t)

∣∣∣∣∣χ(t)

〉

− λ

∫ T

0

dtε(t)

}
δε∗(t)− λ

∫ T

0

dtε∗(t)δε(t). (B.7)

where [from Eq. (B.2)],

∂H

∂ε∗
=

(
0 −µ
0 0

)
,

∂H

∂ε
=

(
0 0
−µ 0

)
. (B.8)

From the first, second and third terms of Eq. (B.7) the following equations
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are straightforward with the above mentioned requirements in Eq. (B.5):

∂J

∂ψ(t)
= 0⇒ i

∂χ(t)

∂t
= Ĥχ(t), (B.9)

∂J

∂ψ(T )
= 0⇒ χ(T ) = Ôψ(T ), (B.10)

∂J

∂ε∗(t)
= 0⇒ ε(t) =

i

α0

[〈χe(t)|µ̂|ψg(t)〉 − 〈ψe(t)|µ̂|χg(t)〉. (B.11)

For a physically meaningful solution it is required that

i~
∂ψ(t)

∂t
= Hψ(t), (B.12)

ψ(x, 0) = ψ0(x).

The Eq. (B.12) can also be obtained from the requirement that δJ
δψ(T )

= 0.
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